
Jacobi elliptic functions and the complete solution to the bead on the hoop
problem
Thomas E. Baker and Andreas Bill 
 
Citation: Am. J. Phys. 80, 506 (2012); doi: 10.1119/1.3682321 
View online: http://dx.doi.org/10.1119/1.3682321 
View Table of Contents: http://ajp.aapt.org/resource/1/AJPIAS/v80/i6 
Published by the American Association of Physics Teachers 
 
Related Articles
Why is the Legendre transformation its own inverse? 
Am. J. Phys. 81, 554 (2013) 
Tensors: A guide for undergraduate students 
Am. J. Phys. 81, 498 (2013) 
Apparent failure of the principle of least action 
Am. J. Phys. 81, 144 (2013) 
Wavelets: A Concise Guide. 
Am. J. Phys. 80, 1113 (2012) 
Matrix Numerov method for solving Schrödinger’s equation 
Am. J. Phys. 80, 1017 (2012) 
 
Additional information on Am. J. Phys.
Journal Homepage: http://ajp.aapt.org/ 
Journal Information: http://ajp.aapt.org/about/about_the_journal 
Top downloads: http://ajp.aapt.org/most_downloaded 
Information for Authors: http://ajp.dickinson.edu/Contributors/contGenInfo.html 

Downloaded 30 Jun 2013 to 203.199.213.130. Redistribution subject to AAPT license or copyright; see http://ajp.aapt.org/authors/copyright_permission

http://ajp.aapt.org/?ver=pdfcov
http://oasc12039.247realmedia.com/RealMedia/ads/click_lx.ads/test.int.aip.org/adtest/L23/121896545/x01/AIP/WebAssign_AJPCovAd_1640Banner_06_19thru07_02_2013/WebAssign_Download_Banner_Physics_09062012.jpg/7744715775302b784f4d774142526b39?x
http://ajp.aapt.org/search?sortby=newestdate&q=&searchzone=2&searchtype=searchin&faceted=faceted&key=AJPIAS&possible1=Thomas E. Baker&possible1zone=author&alias=&displayid=AAPT&ver=pdfcov
http://ajp.aapt.org/search?sortby=newestdate&q=&searchzone=2&searchtype=searchin&faceted=faceted&key=AJPIAS&possible1=Andreas Bill&possible1zone=author&alias=&displayid=AAPT&ver=pdfcov
http://ajp.aapt.org/?ver=pdfcov
http://link.aip.org/link/doi/10.1119/1.3682321?ver=pdfcov
http://ajp.aapt.org/resource/1/AJPIAS/v80/i6?ver=pdfcov
http://www.aapt.org/?ver=pdfcov
http://link.aip.org/link/doi/10.1119/1.4795320?ver=pdfcov
http://link.aip.org/link/doi/10.1119/1.4802811?ver=pdfcov
http://link.aip.org/link/doi/10.1119/1.4747482?ver=pdfcov
http://link.aip.org/link/doi/10.1119/1.4742757?ver=pdfcov
http://link.aip.org/link/doi/10.1119/1.4748813?ver=pdfcov
http://ajp.aapt.org/?ver=pdfcov
http://ajp.aapt.org/about/about_the_journal?ver=pdfcov
http://ajp.aapt.org/most_downloaded?ver=pdfcov
http://ajp.dickinson.edu/Contributors/contGenInfo.html?ver=pdfcov


Jacobi elliptic functions and the complete solution to the bead
on the hoop problem
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Jacobi elliptic functions are flexible functions that appear in a variety of problems in physics and

engineering. We introduce and describe important features of these functions and present a

physical example from classical mechanics where they appear: a bead on a spinning hoop. We

determine the complete analytical solution for the motion of a bead on the driven hoop for arbitrary

initial conditions and parameter values. VC 2012 American Association of Physics Teachers.

[DOI: 10.1119/1.3682321]

I. INTRODUCTION

In 1788, James Watt introduced a mechanical device into
steam engines that moderated the flow of steam and con-
trolled the speed of the engine.1,2 This device, known as the
governor, is composed of two solid pendula (weights) fixed
to a common vertical axis. The power of the steam engine
rotates the axis and lifts the weights to a height determined
by the angular speed. The behavior of the weights is nowa-
days presented to students as an example of Lagrangian
mechanics as a mass constrained to move frictionlessly on
the surface of a sphere with constant azimuthal frequency, or
a bead moving on a rotating hoop.3,4

Solving the equation of motion of the bead on a rotating
hoop is generally avoided as it does not have a straightforward
solution. The problem is usually limited to the determination
of the stationary position of the mass for a given angular fre-
quency of the hoop, although some papers treat the complete
problem numerically or within certain approximations.5–7

Here, we present the full analytical solution for the motion of
the bead on the hoop which requires the use of Jacobi elliptic
functions (JEFs).

There are a number of physics problems where JEFs pro-
vide an excellent approximation if not a complete description
of the system.8,9 These special functions are also amply used
in the conformal mapping of engineering problems.5,10 In
addition, JEFs have some interesting features. For example,
trigonometric and hyperbolic functions are special cases of
Jacobi elliptic functions. If considered in the complex plane,
JEFs are seen to be doubly periodic, a feature that appears, for
example, in bifurcation theory of chaotic systems.11

Despite the diversity of physical problems where JEFs
appear, these functions are generally not part of the physics
curriculum. This motivates us to offer a concise and peda-
gogical exposition of these functions. We then demonstrate
how these special functions appear in the example of the
bead on the hoop.

II. INTRODUCING JACOBI ELLIPTIC FUNCTIONS

In this section, we introduce Jacobi elliptic functions
through elliptic geometry and integral inversion5,12–16 and
discuss the geometrical interpretation of their arguments.

A. Definitions and relations between Jacobi elliptic
functions

We start by redefining the basic trigonometric functions
sine and cosine in terms of the functional inverse of specific

integrals. Usually, these functions are introduced using circu-
lar geometry. That is, for a given point ðx; yÞ on a circle of
radius r, sin h ¼ y=r and cos h ¼ x=r. An alternative way to
define these functions is to realize that each inverse trigono-
metric function is the solution of a definite integral. For
example, simple trigonometric substitutions lead toðy

0

dtffiffiffiffiffiffiffiffiffiffiffiffi
1� t2
p ¼ arcsin y;

ðy

0

dt

1þ t2
¼ arctan y; (1)

with the conditions that �1 � y � 1 and
ffiffiffiffiffiffiffiffiffiffiffiffi
1� t2
p

� 0. We
can reinterpret these relations by stating that they define the
inverse trigonometric functions. Following Abel, we obtain
trigonometric functions by inverting these integrals.12 For
example, defining the argument h as

hðyÞ ¼
ðy

0

dtffiffiffiffiffiffiffiffiffiffiffiffi
1� t2
p ¼ arcsin y; (2)

we obtain the trigonometric sine function sin h ¼ y. Using
the Pythagorean relation, we can define the cosine function
and all others follow. This alternative definition implies that
the integrals hðyÞ must display the parity and periodicity of
the corresponding trigonometric functions yðhÞ.

Consider now the case of elliptic, as opposed to circular,
geometry. Gauss, Legendre, Abel, Jacobi, and Weierstrass
studied in depth properties of elliptic functions and integrals.
For the purpose of this paper we note only the result, proved
by Legendre,13 that any integral expression containing a
third or fourth degree polynomial in the denominator of a
fraction can be reduced to a linear combination of the fol-
lowing elliptic integrals of the first, second, and third kind

F y; kð Þ ¼
ðy

0

dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� t2ð Þ 1� k2t2ð Þ

p ;

F /; kð Þ ¼
ð/

0

d/0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2 sin2 /0

p ; (3)

E y; kð Þ ¼
ðy

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2t2

1� t2

r
dt;

E /; kð Þ ¼
ð/

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2 sin2 /0

q
d/0; (4)

P y; k; nð Þ ¼
ðy

0

dt

1� n2t2ð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� t2ð Þ 1� k2t2ð Þ

p ;
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P /; k; nð Þ ¼
ð/

0

d/0

1� n2 sin2 /0
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� k2 sin2 /0
p ; (5)

where y ¼ sin /, t ¼ sin /0, k 2 ð�1; 1Þ is the modulus, and
n 2 R the characteristic. We assume all square roots to be
positive. In Eqs. (3)–(5), the first expression (in t) is known
as the Jacobi form, whereas the second (in /0) is Legendre’s
form. When / ¼ p=2, written F p

2
; k

� �
� K kð Þ, the integrals

are said to be complete and otherwise incomplete. We will
use the first two elliptic integrals exclusively in what
follows.

Because trigonometric functions are sometimes more use-
ful than their inverses, it may be worthwhile to invert the
elliptic integrals as well.5,12 In this process, Abel and Jacobi
followed the work of Legendre and introduced what are now
known as the Jacobi elliptic functions. These functions result
from the inversion of the elliptic integral of the first kind.
Introducing the Jacobi notation uð/Þ � Fð/; kÞ for this inte-
gral, we can formally invert the Legendre form of the inte-
gral in Eq. (3) to obtain /ðuÞ ¼ amu, the amplitude of u. In
the Jacobi form, uðyÞ ¼ Fðy; kÞ, the inversion of Eq. (3) leads
one to define the sine-amplitude JEF, written in Glaisher’s
notation (y 2 ½�1; 1�, / 2 ½�p=2; p=2�) as

snðu; kÞ � y ¼ sin / ¼ sin am uð Þ: (6)

Note that the k-dependence is often implicit in the literature,
resulting in the notation snu instead of sn u; kð Þ. The last two
equalities in Eq. (6) relate the Legendre and Jacobi forms of
the elliptic integrals and justify the name (sine-amplitude)
given to this JEF. Because Eq. (3) is odd in y, uðyÞ ¼ Fðy; kÞ
¼ sn�1ðy; kÞ is odd as well. That is, the sine-amplitude is an
odd function of u.

It is natural to introduce two further Jacobi elliptic func-
tions. Taking the cosine of the amplitude of u defines the
cosine-amplitude JEF by

cnðu; kÞ � cos / ¼ cos am uð Þ: (7)

An alternative way to define this function is to write
cnu �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sn2u
p

since, from Eq. (6), y 2 ½�1; 1�.
Finally, in the Legendre form all elliptic integrals in

Eqs. (3)–(5) contain Dð/Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2 sin /

p
. This leads one

to define the delta-amplitude JEF, which can also be written
as a derivative of the amplitude15

dnðu; kÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2sn2u
p

¼ dðam uÞ
du

: (8)

Equation (3) can also be used to obtain the last equality.
Figure 1 displays the characteristic behavior of the sine-,
cosine-, and delta-amplitude functions.

From the definitions above immediately follow the
identities

sn2uþ cn2u ¼ 1; (9)

dn2uþ k2sn2u ¼ 1; (10)

cn2uþ ð1� k2Þsn2u ¼ dn2u: (11)

For limiting values of k, the JEFs reduce to trigonometric
and hyperbolic functions

k ¼ 0 : sn u ¼ sin u; cnu ¼ cos u; dn u ¼ 1; (12)

k ¼ 1 : sn u ¼ tanh u; cnu ¼ dn u ¼ sech u: (13)

Jacobi elliptic functions thus include trigonometric and
hyperbolic functions as special cases. However, JEFs are
more than a simple generalization of elementary functions as
can be seen when studying the properties of these functions
in the complex plane (see Appendix).

Finally, we mention that from the definitions (6)–(8), one
can define quotients of JEFs. One defines scu ¼ snu=cnu
� tnu, which carries the name tangent-amplitude. Other quo-
tients are, for example, ndu ¼ 1=dnu, sdu ¼ snu=dnu, etc.
Further properties of JEFs that are used in the treatment of
the bead on the hoop are summarized in Appendix.

B. Geometric interpretation of the arguments (u; k)

In the case of trigonometric functions, such as y ¼ sin h,
the argument h has an unequivocal geometric interpretation
in circular geometry: it is the angle between the x-axis and
the radius at a specific point ðx; yÞ on the circle. It is natural
to then ask whether the arguments u and k in a JEF have a
geometric meaning as well. We first caution that the argu-
ment of a special function (Bessel, Hypergeometric, etc.)
does not generally have such unequivocal physical or geo-
metric meaning. An important point not discussed explicitly
in the literature is that for JEFs, the geometric definition of k
is unique, whereas for u it is not.

To understand the geometric meaning of k, consider an
ellipse described by the equation (see Fig. 2)

x2

a2
þ y2

b2
¼ 1; (14)

where we take a > b. The modulus k is given by the eccen-
tricity of the ellipse: k ¼ � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2=a2

p
. The equivalence

between k and � is found by realizing that the arc length sBP

on the ellipse is expressed in terms of the elliptic integral of
the second kind. Using the parameterization x ¼ a sin /,
y ¼ b cos /, the infinitesimal arc length along the ellipse is

ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx2 þ dy2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 cos2 /þ b2 sin2 /

q
d/

¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2 sin2 /

q
d/: (15)

Fig. 1. (Color online) Representative graphs of the Jacobi elliptic functions

sn ðuÞ, cn ðuÞ, and dn ðuÞ at fixed value of the modulus k ¼ 0:9. In the bead

and the hoop problem, the argument u is a function of time.
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Using Eq. (4), the arc length sBP of the ellipse from B to P
can be written

sBP ¼ a

ð/

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2 sin2 /0

q
d/0 ¼ aEð/; k ¼ �Þ: (16)

This relation between the arc length of the ellipse and the
function Eð/; kÞ is the reason why Fagnano (Ref. 12) called
F, E, and P elliptic integrals and provides a direct interpreta-
tion of the modulus of the JEFs.

The geometric interpretation of JEFs’ argument u is less
direct and not unique. Fagnano discovered that for
k�1 ¼

ffiffiffi
2
p

, the elliptic integral of the first kind describes the
arc length on the lemniscate defined by the relation
r2 ¼ cos 2h (using the same definitions of r and h as in
Fig. 2).12,14 Serret, building on the work of Fagnano and
Legendre, found a set of curves on which Fð/; kÞ at arbitrary
value of k 2 ð�1; 1Þ is an arc length (see for example
Ref. 12). There is also a counterpart in three dimensions:
Seiffert’s spirals defined on a sphere. The arc length of the
spiral is given by the first elliptic integral.8 In these exam-
ples, the argument u of the JEF is the length of the Serret
curve or the Seiffert spiral.

Additional geometric interpretations of the argument u
can be found from trigonometry as it applies to an ellipse
using geodesy and elliptic geometry. This is discussed in
detail in Refs. 5 and 17. All of these interpretations relate u
to a length of some geometric form related to an ellipse. It is
important, however, to realize that the angles used to define
u are different for each physical situation. This leads to the
important insight that the argument u has no unique geomet-
ric interpretation beyond being an arc length and only has a
physical interpretation in some special cases.5,14,17

III. THE BEAD ON THE HOOP

In this section, we present an application of Jacobi elliptic
functions to a well-known problem. Consider a bead of mass

m that slides without friction on a hoop of radius R rotating
with constant angular velocity x ¼ _/ (see Fig. 3). In spheri-
cal coordinates ðr; h;/Þ, the Lagrangian L ¼ T � V for this
system is

L h; _h; t
� �

¼ 1

2
I0

_h2 þ x2 sin2 h
� �

� V0 1� cos hð Þ; (17)

where I0 ¼ mR2 and V0 ¼ mgR. The zero point of the poten-
tial energy is located at the bottom of the hoop. The angles h
and / should not be confused with the angles of the same
name in Sec. II. The polar angle h is measured from the bot-
tom of the hoop for consistency with the convention used in
the limiting case of a simple pendulum.

There are three variables ðr; h;/Þ and two constraints
r ¼ R and _/ ¼ x, implying that there is only one general-
ized coordinate, h. That is, the motion of the bead is
described by the time-dependent function h tð Þ.

The discussion of the physical content of the following
calculations is greatly aided by the introduction of an effec-
tive potential Veff . Since h is the only degree of freedom, we
combine the azimuthal kinetic energy with the gravitational
potential energy and rewrite Eq. (17) as Lðh; _h; tÞ ¼ Thð _hÞ
�VeffðhÞ, with

Veff hð Þ
V0

¼ � 1

2

x2

x2
c

� �
sin2 hþ 1� cos hð Þ; (18)

and x2
c ¼ V0=I0 ¼ g=R. As shown in Fig. 4, the qualitative

shape of the effective potential depends on the azimuthal
frequency x. One distinguishes two regimes: x � xc when
€h � 0, and x > xc when €h > 0. Since h0 ¼ p is always a
maximum of Veff , this position is unstable. On the other
hand, h0 ¼ 0 is a minimum in the first regime but a local
maximum in the second regime where two new stable min-
ima appear at 6hs. For energies near the minima at 6hs, the
bead will oscillate about hs and remain exclusively on one
side of the hoop. The stable equilibrium point hs can be

Fig. 2. Representations of points and angles on the ellipse that appear in

the definitions and relations involving Jacobi elliptic functions. The figure

shows the polar angle h and the complementary of the eccentricity angle /.

The smaller circle of radius b (dashed line) is inscribed in the ellipse and has

common points at 6B ¼ 0;6b; 0ð Þ. The ellipse is also inscribed in the larger

circle with radius a (dashed-dotted line), which has two points in common

6A ¼ 6a; 0; 0ð Þ.

Fig. 3. Schematic of a bead on a hoop rotating about the vertical z-axis at a

constant azimuthal frequency x ¼ _/. The diamond at h ¼ 6hs locates the

global minimum of the effective potential (18) at the commonly named sta-

tionary point, whereas the star at h ¼ 6he locates the so-called ejection

point (see text and Fig 4). The positions of hs and he are obtained using

x ¼ 3xc=2. The motion of the bead is described by the polar angle hðtÞ
measured from the bottom of the hoop.
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obtained by setting the derivative of the effective potential
equal to zero. We find

hsðxÞ ¼ arccos
x2

c

x2

� �
; (19)

which is valid in the supercritical regime (x>xc).
The differential equation governing hðtÞ is obtained from

the Euler–Lagrange equation associated with Eq. (17)

€h ¼ x2

2
sin 2h� x2

c sin h: (20)

We introduce the initial conditions hðt ¼ 0Þ ¼ h0 and
_hðt ¼ 0Þ ¼ _h0, and without loss of generality make use of
the symmetry of the problem to define the initial angle only
on one half of the hoop h0 2 0; p½ �. Though nonlinear, this
differential equation can be solved analytically. The pres-
ence of sin h and sin 2h leads to solutions involving JEFs
described in Sec. II.

A. General solution of the Euler–Lagrange equation

We begin by multiplying Eq. (20) by _h and integrating to
obtain

_h2ðtÞ
x2
þ cos2 hðtÞ � 2 cos hs cos hðtÞ ¼ C; (21)

where the constant C is given by

C � cos2 h0 � 2 cos hs cos h0 þ
_h0

x

 !2

; (22)

and hs is given in Eq. (19). Note that Eq. (21) is not valid for
x ¼ 0, which must be considered separately (see Sec. III B).
It is worth mentioning that hs is nonzero only for x > xc

and takes values in the interval hs 2 ½0; p=2�. For x < xc,
only h0 ¼ 0 is a stable stationary solution. It is then natural
to extend the definition of hs by imposing hs ¼ 0 for the case
where x < xc.

Because C is a constant, the left hand side of Eq. (21) is a
constant of motion of the system. The expression for C is of

particular interest because it allows us to reduce arbitrary
initial conditions to ones with zero initial speed. Consider

arbitrary initial conditions ð~h0;
_~h0Þ for which

_~h0 6¼ 0 and

Etot<Vmax
eff . From Eq. (21) we can find a time t0 and new ini-

tial conditions ðh0; _h0Þ with zero initial angular speed _h0 ¼ 0

such that hðt0Þ ¼ ~h0 and _hðt0Þ ¼ _~h0. The new initial condi-

tion ðh0; 0Þ written in terms of the actual one ð~h0;
_~h0Þ is

cos h0 ¼ cos hs6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos ~h0 � cos hs

h i2

þ 1

x2

_~h
2

0

r
: (23)

Thus, arbitrary initial conditions with
_~h0 6¼ 0 can be written

in terms of initial conditions with _h0 ¼ 0. In the following,
we limit our discussion to the motion of the bead on the
hoop with zero initial speed unless Etot>Vmax

eff . This case will
be discussed later.

We now use the Weierstrass substitution18

s ¼ tan
h
2

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos h
1þ cos h

r
; (24)

in Eq. (21) and obtain

ðs tð Þ

s0

2ds0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p�s04 þ 2 C þ 1ð Þs02 þ pþ

p ¼ xt (25)

through separation of variables. This type of equation is usu-
ally studied numerically or in limiting cases only.5–7 Here,
we extend the calculation and invert the integral to obtain
hðtÞ. The structure of the integral implies that the inverse is
expressed in terms of JEFs defined in Sec. II.

For convenience, we define s0 ¼ tan h0=2ð Þ and the two
constants

p6 � C � 162 cos hs: (26)

After factoring out p� from the denominator of the integrand
in Eq. (25), we write the remaining polynomial under the
square root in the form

s04þ2
Cþ1

p�

� �
s02þ pþ

p�

� �
¼ s02� c2

1

� �
s02� c2

2

� �
; (27)

where the roots are written

c2
1;2 2 a; bf g (28)

with

a � 1� cos h0

1þ cos h0

¼ s2
0; b � 1þ cos h0 � 2 cos hs

1� cos h0 þ 2 cos hs
: (29)

The root a is always non-negative while b can take any real
value. As a result, the relative values of the two roots a and b
divide the range h0 2 ½0; p� into one (for x � xc) or two (for
x > xc) intervals. When x > xc, the two intervals are di-
vided by the point b ¼ 0, which occurs when the initial con-
dition h0 takes the value

heðxÞ � arccos 2 cos hs � 1ð Þ ¼ arccos 2
x2

c

x2
� 1

� �
: (30)

Fig. 4. (Color online) The effective potential (18) as a function of h. The

dashed line is for x < xc (for the present plot we chose x ¼ xc=5), the dot-

ted line for x ¼ xc, and the solid line is for x > xc (here x ¼ 3xc=2). The

diamond at 6hs and star at 6he are indicated in Fig. 3 for the present set of

parameters. The effective potential energy at he and h ¼ 0 is always zero.

Note that Vmax
eff ¼ VeffðpÞ ¼ 2V0.
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For h0 < he we have b > 0, while for h0 > he we have
b < 0. The angle he appears in a natural way in our mathe-
matical analysis and is new in the context of the bead and
the hoop problem. This angle is represented with a star in
Figs. 3 and 4.

We call he the “ejection angle” because for any h0 < he,
the bead will remain on the initial half of the hoop forever
and never reach the other side. However, when h0 > he the
bead has sufficient energy to cross the relative maximum at
h ¼ 0 and eject itself from the original half of the hoop
where it was released. We note that heðxcÞ ¼ hsðxcÞ ¼ 0,
which compels us to extend their definition by imposing
he ¼ hs ¼ 0 for x � xc. The two angles hs and he also sat-
isfy the inequality he � hs, and he 2 ½0; p� where heðx
!1Þ!p. We observe that Vg heð Þ ¼ 2Vg hsð Þ. An analysis
of the bead being placed directly at this point is discussed in
Sec. III B.

The integral equation in Eq. (25), along with Eq. (27), can
be related to the first elliptic integral [Eq. (3)]. Inversion of
the integral gives sðtÞ and thus hðtÞ using Eq. (24). Exactly
which particular inverse JEF equals Eq. (25) depends on c1

and c2 (or a and b). For x � xc we have hs ¼ he ¼ 0, the
cos hs is replaced everywhere by x2

c=x
2, and a � 0 > b for

h0 2 ½0; p�. From the tables in Ref. 19 with c2
1 ¼ a and

c2
2 ¼ b in Eq. (27), we identify the cosine-amplitude. Trans-

forming back to the variable h ¼ 2 arctan s, we obtain

tan

	
hðtÞ

2



¼

ffiffiffi
a
p

cn

	
1

2
xt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p�j j aþ bj jð Þ

p
;

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a

aþ bj j

r 

: (31)

On the other hand, when x > xc the range h0 2 ½0; p� is
divided into three intervals ½0; hs�, ½hs; he�, and ½he; p�, each of
which leads to a solution involving a different JEF. For
h0 2 0; hs½ � the roots obey the inequality b > a � 0; for
h 2 hs; he½ � we have a > b � 0; and for h 2 ½he; p� we have
a � 0 � b. Using again the table of integrals in Ref. 19 we
set c2

1 ¼ a and c2
2 ¼ b for regions h0 2 0; hsð Þ and h0

2 he; pð Þ, whereas c2
1 ¼ b and c2

2 ¼ a for h0 2 hs; heð Þ. This
allows identifying the JEFs nd, dn, and cn, respectively. The
third interval he � h � p turns out to lead to an expression
that is identical to Eq. (31) above.

One can reduce the three cases for x > xc to one single
expression for the entire interval ½0; p� by using properties of
the JEFs derived in Sec. II A and Appendix. The simplest
form of the solution is found in terms of the delta-amplitude
function, which naturally appears in the second interval. The
cosine-amplitude function appearing in Eq. (31) can be trans-
formed into a delta-amplitude using Eq. (A2). Similarly,
using the relation discussed after Eq. (A3), k0ndðu; kÞ
¼ dnðuþ K; kÞ, it is possible to reduce the nd solution in the
first interval to a delta-amplitude function. Careful consider-
ation of the argument ðu; kÞ in the transformation leads to the
final result

h tð Þ ¼ 2 arctan
ffiffiffi
a
p

dn
1

2
xt

ffiffiffiffiffiffiffiffiffiffiffi
p�j ja

p
;

ffiffiffiffiffiffiffiffiffiffiffi
a� b

a

r" #( )
;

h0 2 0; p½ �: (32)

This is the exact solution of the equation of motion (20),
which fully describes the motion of a bead on a spinning
hoop for arbitrary initial conditions ðh0; _h0Þ, excepting the
cases where Etot � VgðpÞ or x ¼ 0. This solution improves
or complements the previous studies of different variants of

the problem.4–7,11,20 Equation (32) simplifies to hðtÞ ¼ hs for
all times if h0 ¼ hs.

We note that the argument uðtÞ of the JEF is a linear func-
tion of time and is proportional to / ¼ xt given by Eq. (25).
As pointed out in Sec. II, it is only in special cases that the
argument has a useful physical interpretation, and the bead
on the hoop is not one of them. In fact, the problem is
slightly more difficult than what was presented in Sec. II
because the JEF was only identified after performing a
Weierstrass substitution on the integral of Eq. (25). The
Weierstrass substitution can be shown to be a particular map-
ping of the position of the bead onto the xy-plane. The map
is obtained from the intersection between the xy-plane and
the line passing through the top of the hoop and through
the bead. The argument uðtÞ is related to the arc length
ðR

ffiffiffiffiffiffiffiffiffiffiffi
jp�ja

p
=2Þ/ on this stereographic projection.17

B. Limiting and special cases

Here, we discuss the special cases not considered in
Sec. III A: the separatrices (E ¼ 0; 2mgR), the free spinning
of the bead around the hoop (E > 2mgR), and the general so-
lution for the pendulum (x ¼ 0). In all of these cases, the
roots (29) take values a; b!1 or 0 and the determination
of hðtÞ requires special care.

1. Separatrices

Figure 5 shows phase plots for this problem. The separatri-
ces form the boundaries between qualitatively different
motions of the system. They can be understood as delineating
a phase change and typically involve functions which are as-
ymptotic to some value. Below, we obtain simple analytical
expressions for the separatrices that allow us to plot Fig. 5
without the need of a numerical procedure applied to Eq. (25).

As seen in Fig. 5(b), there are two separatrices when
x>xc. The innermost separatrix (dashed thick line) passing
through ðh0; _h0Þ ¼ ð0; 0Þ separates the cases h0<he from
he < h0 < p. When h0 < he the periodic motion is limited to
either of the two wells of Veff (see Fig. 4) and the bead oscil-
lates exclusively on the half of the hoop where it started. By
contrast, starting positions in the range he < h0 < p involve
the bead oscillating between the two sides of the hoop and
moving through both wells.

The expression _hðhÞ of the inner separatrix is obtained
from Eq. (21) by noting that h0 ¼ _h0 ¼ 0 is one point of the
separatrix. At that point C ¼ 1� 2 cos hs, which implies that
any other point of the separatrix satisfies the equation

_h2

x2
¼ 1� cos hð Þ 1þ cos h� 2 cos hsð Þ: (33)

The inner separatrix has the shape of a lemniscate as shown
by the thick dashed line in Fig. 5(b).

The motion on the separatrix is obtained from Eq. (25).
The result obtained for arbitrary initial condition on the sepa-
ratrix is rather involved when ðh0; _h0Þ 6¼ ðhe; 0Þ and will not
be needed in the following. For the simpler case of h0 ¼ he,
Eq. (25) or (32) becomes

hðtÞ ¼ 2 arctan

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

x2
c

� 1

s
sech xct

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

x2
c

� 1

s !" #
; (34)

which is valid for x > xc. We note that in this case the point
ðh; _hÞ ¼ ð0; 0Þ is an unstable equilibrium. If the bead starts
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with any other initial condition (for example at he and
_h0 ¼ 0), the bead will require an infinite amount of time to
reach the bottom of the hoop.

The second separatrix divides the phase plot between
oscillations of the bead that reach both halves of the hoop
and the “free” rotation of the bead around the hoop (when
Etot > Vmax

eff ). The equation of this separatrix can be obtained
from Eq. (21) by noting that ðh0 ¼ p; _h0 ¼ 0Þ is one point on
the separatrix. At that point Eq. (22) reads C ¼ 1þ 2 cos hs,
which immediately implies from Eq. (21) that at any other
point of the separatrix we have

_h2

x2
¼ 1þ cos hð Þ 1� cos hþ 2 cos hsð Þ: (35)

This separatrix is the thick solid line in Figs. 5(a) and 5(b).
Any initial condition away from ðh0; _h0Þ ¼ ðp; 0Þ on the sep-
aratrix will lead the bead to tend toward p for t!1. To
obtain hðtÞ for initial conditions lying on this second separa-
trix we integrate Eq. (25) to get

hðtÞ ¼2 arctan

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos hs

1þ cos hs

s
sinh

(
xt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cos hs

p

þarcsinh

"
tan

 
h0

2

! ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cos hs

cos hs

s #)!
: (36)

The results of this subsection lead to the important obser-
vation that the separatrices are not described in terms of
JEFs. Instead they depend solely on trigonometric and hyper-
bolic functions. A further observation is that the time evolu-
tion along the separatrices is not periodic but is asymptotic
towards an unstable extremum.

2. Free spinning

For initial derivatives _h0 greater than the right hand side
of Eq. (35), we are outside the second separatrix in the phase
plot and the bead is spinning freely on the hoop. Such motion
is obtained, for example, when h0 ¼ p and _h0 6¼ 0 for which

Etot > Vmax
eff . Any other initial condition ðh0; _h0 6¼ 0Þ such

that the total energy of the bead is larger than Vmax
eff can be

mapped to this initial condition at h0 ¼ p. To obtain the
motion hðtÞ of the bead in this special case it is again easier
to start with Eqs. (21)–(26). For ðh0 ¼ p; _h0 6¼ 0Þ, Eq. (26)
tells us that p� ¼ _h2

0=x
2, pþ ¼ 4 cos hs þ p�, and s0 !1.

The solution is written in terms of the tangent-amplitude
function tn ¼ sn=cn. The integration of Eq. (27) leads to

h tð Þ ¼ 2 arctan
c�j j

tn � 1

2
c� _h0

�� ��t;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2
�
�� ��� c2

þ
�� ��

c2
�
�� ��

s !
2
666664

3
777775; (37)

but with the roots c1=2 ¼ cþ=� given by

c2
6 ¼ �2 Cþ 1

2

	 

62

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ x2

2 _h0

1� cos hsð Þ
s

; (38)

with C ¼ ðx2= _h2
0Þ 1þ cos hsð Þ. The oscillation of the bead

corresponds to the open dotted lines outside the second sepa-
ratrix in Fig. 5(b) (and outside the separatrix of Fig. 5(a) for
x � xc).

For _h0

�� ��!1, c6 ¼ �1 and Eq. (25) reduces to the form
of the arctangent function given in Eq. (1). This implies that
as _h0 increases without bound, our solution approaches the
form hðtÞ ¼ _h0

�� ��t. We recognize this as characteristic of a
free-particle solution.

3. General solution for pendulum (x ¼ 0)

The pendulum is described by Eq. (20) for x ¼ 0 and thus
reads €h ¼ �x2

c sin h. The solution derived in Sec. III A is inap-
plicable to this case since we divided by x to derive Eq. (21).
We can nevertheless follow a similar path as in Sec. III A for
this simplified equation of motion. The effective potential (18)
with x ¼ 0 gives Veff ¼ VgðhÞ and displays a single minimum
at h ¼ 0 (dashed curve in Fig. 4). The equation for _hðtÞ with
_h0 ¼ 0 corresponding to Eq. (21) is

Fig. 5. (Color online) Phase plots drawn from analytical expressions for (a) subcritical (x � xc) and (b) supercritical (x > xc) cases with the values given in

Fig. 4. The stars (6he) and diamonds (6hs) indicate the stable dynamical equilibrium points. The (thin) solid lines correspond to the periodic motion of the

bead inside one of two potential wells. The dashed lines are motions of the bead across the two potential wells. The dotted lines correspond to the spinning of

the bead around the hoop. The two thick lines (solid and dashed) are the separatrices.
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_hðtÞ � 2x2
c cos hðtÞ ¼ C; (39)

with C ¼ _h2
0=2� x2

c cos h0. This leads to a phase plot similar
to that shown in Fig. 5(a). For initial conditions located
inside the separatrix there are two possible states of the bead.
For h0 ¼ 0 we have hðtÞ ¼ 0, the equilibrium position. For
h02ð0; pÞ, and considering first the case _h0 ¼ 0, the solution
obtained by integrating Eq. (39) (see Sec. III A) to get

h tð Þ ¼ 2 arctan cþdn xct cos
h0

2

� �
cþ
�� ��;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2
þ � c2

�
c2
þ

s" #( )
;

(40)

with

c2
þ ¼

1� cos h0

1þ cos h0

; c2
� ¼ �1: (41)

This expression is a special case of the general solution (32)
and has been discussed in Refs. 5–7.

The separatrix is obtained from Eq. (39) and _h0 ¼ 0 with
h0 ¼ p. Integrating this expression one more time leads to
the motion of the bead along the separatrix

h tð Þ ¼ 2 arctan sinh xctþ arcsinh tan
h0

2

� �	 
� 

: (42)

Finally, the free spinning case can be obtained in ways simi-
lar to Sec. III B1. We assume ðh0 ¼ p; _h0 6¼ 0Þ and obtain
Eq. (37) with the new roots (see also Ref. 6)

c2
þ ¼ �1; c2

� ¼
_h2
0 þ 4x2

c

_h2
0

: (43)

IV. CONCLUSION

In this paper, we introduced Jacobi elliptic functions using
integral inversion and discussed their properties and the
meaning of their arguments ðu; kÞ. The first argument (u)
was shown to be related to an arc length in elliptic geometry,
while the second argument (k) is the eccentricity. As an
application of JEFs, we discussed the motion of the bead on
the hoop and derived the complete analytical solution of the
problem. Our results reduce to the solution of the pendulum
when the hoop rotation frequency vanishes. Interestingly, all
motions of the bead on the hoop are written in terms of a
Jacobi elliptic function, except for equilibrium positions and
separatrices, where JEFs reduce to trigonometric and hyper-
bolic functions or constants. Jacobi elliptic functions allow
the complete solution of the bead on the hoop to be
expressed in an elegant and concise form. These functions
and their salient features should be remembered as they may
appear in a number of other problems in physics.
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APPENDIX: ADDITIONAL PROPERTIES OF JACOBI

ELLIPTIC FUNCTIONS

We introduced Jacobi elliptic functions in Sec. II and pre-
sented their main properties. We summarize in this Appendix
a few additional properties of JEFs that were used in solving
the bead on the hoop problem.

The JEFs can be related to each other by an appropriate
change of variables. For example, starting with the equation
u ¼ Fðy; kÞ, its inversion gives y ¼ snðu; kÞ. On the other
hand, multiplying both sides of the equation by k and chang-
ing the variable t0 ¼ kt in Fðy; kÞ, we can again invert the
equation to obtain ky ¼ snðku; k�1Þ. This gives the first of
the following relations:

ksnðu; kÞ ¼ snðku; k�1Þ; (A1)

dnðu; kÞ ¼ cnðku; k�1Þ: (A2)

The second relation is obtained from the first by using Eqs. (9)
and (10). Equation (A2) was used in Sec. III. (Note that in
other references, the notation k2 ¼ m is sometimes used.)

The derivatives of the JEFs with respect to u can be deter-
mined by using their definitions as well. For example, from
Eq. (6) one obtains dsnu=du ¼ cnudnu. From the Taylor
expansions of the trigonometric functions one can also
expand the JEFs in powers of u. Addition formulae can be
derived from Eqs. (6)–(8) including

snðuþ vÞ ¼ snu cnv dnvþ snv cnu dnu

Dðu; vÞ ; (A3)

dnðuþ vÞ ¼ dnu dnv� k2snu snv cnu cnv

Dðu; vÞ ; (A4)

with Dðu; vÞ ¼ 1� k2sn2usn2v. This definition relates to
DðuÞ introduced in the paragraph preceding Eq. (8) via the
equality DðuÞ ¼ Dðu;KÞ. These addition formulae allow
establishing relations between different JEFs as well.
We used one of them in Sec. III A, namely, k0ndðu; kÞ
¼ dnðuþ K; kÞ. This relation can be obtained using Eq. (A4)
with v ¼ K.

Finally, the JEFs were defined for u 2 R, but their defini-
tion can be extended to the complex plane with the help of
the above addition formulae. For example, using Eq. (A3)
one can decompose snðxþ iyÞ into real and imaginary parts.
In the complex plane, the JEFs are double-periodic functions
with periods given by integer multiples of the complete ellip-
tic integral of the first kind.

Further definitions, properties, and expressions involving
JEFs can be found in Refs. 5, 14–17, and 19.
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The Dynamics of a Bead on a Rotating Hoop OSP item contains two simulations, each showing a bead sliding on a spinning
hoop. The main item simulates off-axis rotation and the supplemental item shows only on-axis rotation. Although the dynami-
cal equations of motion are similar, beginning programmers should examine the on-axis model because the view is simpler.
Each simulation has a main window showing a 3D space-frame view of the hoop and bead, and auxiliary windows showing
the time evolution of the angular variables, the potential energy well, and a phase space diagram. The axis offset D and the azi-
muthal angular velocity x are set using sliders and the damping b is set with an input field. Clicking within the phase space
resets the initial conditions and dragging within the potential energy diagram sets the energy.

http://www.compadre.org/osp/items/detail.cfm?ID=7890

The Dynamics of a Bead on a Rotating Hoop item is a supplemental simulation for the paper by Thomas Baker and Andreas
Bill and has been approved by the authors and the AJP editor. Partial funding for the development of these simulations was
obtained through NSF grant DUE-0937731.
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