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ABSTRACT

We study the quantum theory of a complex scalar field in a background electromagnetic field

in curved spacetime. We are particularly concerned with the creation of particles from the

vacuum in such backgrounds (i.e. the Schwinger effect), and will use canonical quantization

and Bogolubov transformations to describe this phenomenon. A discussion of some general

features of particle production is followed by examples in both flat and curved spacetimes.

In particular, we study the constant and Sauter pulsed electric field in Minkowski spacetime,

and a constant magnitude electric field in de Sitter and power law expanding universes. We

finally discuss an application of the curved spacetime Schwinger effect to early universe

cosmology, in particular, a model of inflationary magnetogenesis.
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Chapter 1

Introduction

1.1 An overview

’The Schwinger effect’ (named after Julian Schwinger for his work on this subject, Ref. [1]) is

a term used to describe various phenomena that involve the production of charged particle-

antiparticle pairs from the vacuum by strong electric fields. Very closely related to this is the

production of such particle-antiparticle pairs in nontrivial spacetimes, such as in expanding

universes (the first detailed study being attributed1 to Leonard Parker, e.g. Ref. [3]) and

in the well known phenomenon of Hawking radiation from black holes (Ref. [4]). These

phenomena are currently best described in the framework of quantum field theory.

Our interest in this report will be at the interface of these two classes of phenomena,

i.e. particle production by electromagnetic fields in curved spacetime. One can think of var-

ious astrophysical and cosmological applications involving strong electric fields and gravi-

tational fields, but our discussion will primarily lead up to applications to electromagnetic

fields at cosmological scales in an expanding universe. In particular, in Chap. 7, we will

discuss how the Schwinger effect plays a role in models of electromagnetic field generation

by inflation in the early universe. While there are a number of ways of describing these phe-

nomena using the methods of quantum field theory, we will use the method of canonical

quantization with Bogolubov transformations (see e.g. Refs. [5, 6]).

The broad structure of this report is as follows: we review the classical theory of scalar

fields in (reasonably general) electromagnetic and gravitational backgrounds (Chap. 2), and

then quantize it using the method of canonical quantization (Chap. 3). This will be followed

1e.g. in Ref. [2].
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1.2. NOTATION AND CONVENTIONS

by a general discussion of particle production in these backgrounds (Chap. 4). We will then

consider examples in flat spacetime (Chap. 5) and curved spacetime (Chap. 6), always allow-

ing for non-vanishing electric fields. This leads on to a brief discussion on the application

of the curved spacetime Schwinger effect to inflationary magnetogenesis (Chap. 7). We con-

clude with a summary of our discussion (Chap. 8).

1.2 Notation and conventions

We will use the following notation for some standard sets of numbers: N for the set of pos-

itive integers/natural numbers, N0 for the set of nonnegative integers, R for the set of real

numbers and C for the set of complex numbers. L2(M) will denote the usual Hilbert space of

square integrable functions on the domainM. We will also have occasion to use a number of

special functions as solutions of various second order linear differential equations, and our

notation, definitions and nomenclature for these functions is intended to be consistent with

Ref. [7]. We are typically interested in a continuum of values for the parameters occurring

in these functions, and will ignore most ’special cases’ for these functions corresponding to

a discrete subset of these values where one may expect a limiting form of results to hold.

In this report, we are interested exclusively in a pseudo-Riemannian (1 + 3)-D spacetime

(i.e. with 1 time dimension and 3 spatial dimensions), with xµ (or sometimes x) describing

points in this spacetime. We will work with the proper-time metric ds2 = gµνdx
µdxν with

signature (+,−,−,−), where gµν denotes the components of the metric tensor. We use η̄µν
to denote a diagonal matrix with diagonal entries (+1,−1,−1,−1), which equals the com-

ponents of the Minkowski metric in the standard Minkowski coordinates. As far as indices

for components of various vectors are concerned, we use lowercase Greek letters (µ,ν...) for

spacetime indices, uppercase Latin letters (I ,J ...) for internal space indices for scalar fields

(in the relevant sections), and lowercase Latin letters (i,j...) for most other indices. Elements

of R3 (representing spatial vectors) are occasionally denoted in bold font e.g. x or k, rather

than in terms of their components, where convenient.

We will work in ’natural’ units2 ~ = c = 1. Our convention for the charge q of a parti-

cle is such that the electron, for example, would have a positive q, and the (classical, non-

relativistic) force on a charged particle in an electric field E is given by F = −qE.

2G is irrelevant as we will not discuss the dynamics of the gravitational field.
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Chapter 2

Charged scalar fields in curved spacetimes

We begin by studying the quantization of a scalar field theory in a globally hyperbolic1

curved spacetime, interacting with both the gravitational field and a gauge field (the latter

two will be termed as ’background fields’). For generality, we will first consider a scalar

field with a general gauge symmetry and then immediately specialize to the complex scalar

field with U(1) gauge symmetry, which will occupy our interests thereafter.

We will neglect the dynamics of the gravitational and gauge fields, so that our system

is essentially (mathematically equivalent to) that of a free scalar field evolving in a fixed

background of these non-dynamical fields. This corresponds to the approximation that the

background fields are in the ’classical’ regime (perhaps due to interaction with another sys-

tem outside our present considerations), where any backreaction on the background from

the scalar field is negligible.

After discussing a convenient mathematical tool called the Klein-Gordon inner product,

we will make use of it to express our scalar field theory in a form that readily lends itself to

quantization.

2.1 The action for the scalar field

We will consider a scalar field φI(x) with an N -dimensional (real Euclidean) internal space,

where I ∈ {1, ..., N} denotes the internal space index. We assume an internal gauge symme-

1This is a technical requirement for having well defined initial value problems that we will not pay too
much attention to. See e.g. Ref. [2].
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2.1. THE ACTION FOR THE SCALAR FIELD

try with generators (Tk)
I
J (see e.g. Ref. [8]), and demand that any local gauge transformation,

φI(x)→ φ′I(x) =
(
eiq

∑
k fk(x)Tk

)I
J
φJ(x), (2.1)

does not change observable physics. Here, q is the ’charge’ of the scalar field corresponding

to these generators, which is of relevance as it is possible to have different fields with dif-

ferent charges but a shared (part of an) internal space with the same gauge transformations.

As the fk(x) are in general position dependent, we must express the dynamics of the field in

terms of the gauge covariant derivative Dµ, which for an internal space vector field is given

by

(Dµφ)I(x) = ∇µφ
I(x)− iq

∑
k

Akµ(x)(Tk)
I
Jφ

J(x), (2.2)

where ∇µ is the spacetime covariant derivative (the components of which reduce to coordi-

nate derivative ∂µ when directly acting on a scalar field). The gauge fields transform under

gauge transformations as follows:

Akµ(x)→ A′kµ (x) = Akµ(x) +∇µfk(x), (2.3)

which ensures that the gauge covariant derivative also transforms like the scalar field, as an

internal space vector under gauge transformations

(Dµφ)I(x)→ (Dµφ)′I(x) =
(
eiq

∑
k fk(x)Tk

)I
J

(Dµφ)J(x). (2.4)

From the assumption of local invariance, the action for the scalar field (more precisely,

its functional derivatives with respect to the field) must also be invariant under these trans-

formations. We write it in terms of a Lagrangian (density) L,

S[φI ;Akµ; gµν ] =

∫
R

d4x
√
−g L(φI ,Dµφ

I ;Akµ; gµν), (2.5)

where gµν is the metric tensor, and R is the spacetime region of interest. We note that L has

a dependence on the gauge field and the metric tensor (and potentially their derivatives,

which we will not consider - i.e. we are interested in the minimally coupled case). When

considering the dynamics of the background fields, we will need to include appropriate

terms quadratic in their derivatives via the gauge field strength and spacetime curvature

tensors, but in the ’classical background’ approximation we may ignore these terms.
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2.1. THE ACTION FOR THE SCALAR FIELD

Before we write an explicit form for L, we consider two types of field observables of

interest: the conserved currents corresponding to global gauge invariance and the stress

energy tensor. To obtain the former, we consider an infinitesimal gauge transformation,

φ′I(x) = φI(x)− iq
∑
k

εfk(x)(Tk)
I
Jφ

J(x) (2.6)

(to O(ε)), which being a symmetry of the action, gives the following conservation law from

Noether’s theorem:

∇µ

(
−iq

∑
k

fk(Tk)
I
Jφ

J ∂L
∂(Dµφ)I

)
= 0. (2.7)

Specifying fk = δka (a specific global gauge transformation) for each a gives the conservation

law ∇µj
µ
a = 0, where the conserved currents are

jµk = −iq ∂L
∂(Dµφ)I

(Tk)
I
Jφ

J . (2.8)

We note that these quantities are locally gauge invariant.

The stress energy tensor (which couples to gravity, as opposed to the canonical stress

energy tensor) is given by

Tµν(x) =
2√
−g

δS

δgµν(x)

=
2√
−g

∂
√
−gL

∂gµν

= 2
∂L
∂gµν

− gµνL, (2.9)

where after the first line, the right hand side is implicitly assumed to be evaluated at x.

Now, we return to the form of the Lagrangian. We will choose the Klein-Gordon La-

grangian, which is a quadratic form in the scalar field (including derivative operators), and

therefore results in a linear theory:

L =
1

2
gµνδIJ(Dµφ)I(Dνφ)J − 1

2
m2δIJφ

IφJ . (2.10)

Here, δIJ is the Euclidean metric of the internal space. m is the mass of the field. We could

more generally add a gauge invariant nonlinear potential energy term V (δIJφ
IφJ), but will

avoid doing so at present. The Euler-Lagrange equations, which are the classical equations

of motion of the field, correspond to the Klein-Gordon equation

(DµDµφ)I +m2φI = 0 (2.11)
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2.2. THE HAMILTONIAN FRAMEWORK

(to interpret the double derivative, we note that (Dµφ)I is a vector both in spacetime and

the internal space, as opposed to φ which is a spacetime scalar and an internal space vector,

and the second spacetime covariant derivative must act accordingly). As noted above, this

equation is linear in φI , which makes quantization relatively straightforward.

The currents and stress energy tensor for this Lagrangian are given by

jµk = −1

2
iqgµνδIL(Tk)

L
J(Dνφ)IφJ (2.12)

and

Tµν = δIJ(Dµφ)I(Dνφ)J − 1

2
gµν
(
gαβδIJ(Dαφ)I(Dβφ)J −m2δIJφ

IφJ
)

(2.13)

respectively.

2.2 The Hamiltonian framework

To apply the well-known procedure for canonical quantization, we must first express the

scalar field theory in the Hamiltonian framework (see e.g. Ref. [9] for an analogous treatment

in flat spacetime). To do this, we introduce a continuous family of non-intersecting spacelike

hypersurfaces2 Σ(t) in spacetime, t ∈ R being a timelike parameter. We also introduce

’spatial’ coordinates r = (ri) = (r1, r2, r3) ∈ R3 bijectively on each Σ(t), such that the spatial

coordinates are also continuous in t i.e.

lim
t→t′

xµ(t, r0)− xµ(t′, r0) = 0, (2.14)

for all r0 ∈ R3 and t, t′ ∈ R, where xµ(t, r) denotes the point mapped to r on Σ(t). Thus, (t, r)

is a coordinate system in spacetime, in which we will denote the components of the metric

tensor as g̃µν . We will continue to use gµν for the metric tensor components in an arbitrary

system.

For future use, we note that each surface Σ(t) has a timelike unit normal vector field,

nµ(x),∀x ∈ Σ(t), satisfying gµνnµnν = 1; by extension, there is a unique timelike unit normal

vector at each point in spacetime corresponding to this choice of spacelike surfaces.

It is convenient to define a vector field tµ representing an instantaneous ’flow’ along t at

constant r:

tµ(t, r) = lim
δt→0

xµ(t+ δt, r)− xµ(t, r)

δt
. (2.15)

2See e.g. Ref. [10] for a discussion of hypersurfaces
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2.2. THE HAMILTONIAN FRAMEWORK

For a suitable set of surfaces Σ(t) (with a suitable (local) scaling of the parameter t), it is

possible to have tµ(t, r) = nµ(xρ(t, r))∀(t, r) i.e. the timelike flow vectors are the normals

to these surfaces. The most important simplification resulting from this choice is that
√
−g̃

is now the determinant of the induced metric on Σ(t), as the metric in the (t, r) coordinate

system now has components g̃tt = 1 and g̃tr = 0. The volume element on Σ(t) is therefore

d3r
√
−g̃. We will often find it convenient to choose such a set of surfaces.

The field theory can now be interpreted as the classical dynamics of generalized co-

ordinates
[
qI(r)

]
(t) = φI(xµ(t, r)) as a function of t. This requires choosing a region

R =
⋃
t∈[t2,t1] Σ(t), between ’times’ t2 and t1, so that the values of the field at the bound-

ary ∂Rmay be directly translated to that of the qI(r) at t2 and t1. Defining general velocities

the conventional way,

[qIt (r)](t) =
dqI(r)

dt
(t) = tµ∂µφ

I(t, r). (2.16)

This is given in terms of the coordinate/spacetime derivative. But we can instead define a

generalized velocity in terms of the gauge covariant derivative,

[Dtq
I(r)](t) = tµ(Dµφ)I(t, r). (2.17)

Using this velocity does not alter the result of the variational principle. With this interpreta-

tion, we rewrite the action as

S[qI(r);Akµ; gµν ] =

t1∫
t2

dt L
(
qI(r),Dtq

I(r);Akµ; gµν
)
. (2.18)

To express L in terms of L, we may switch to the coordinate system (t, r). Then,
∫

d4x
√
−g =∫

dtd3r
√
−g̃, and L is coordinate independent, leading to

L =

∫
d3r

√
−g̃ L. (2.19)

It follows that the momenta corresponding to the qI(r) are given by (using functional

derivatives as r is a continuous parameter, with d3r as the integration measure)

pI(r) =
δL

δDtqI(r)
=
√
−g̃ tµ

gαβtαtβ
∂L

∂(Dµφ)I
. (2.20)
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2.2. THE HAMILTONIAN FRAMEWORK

Using this, the Hamiltonian can be defined by the standard Legendre transform,

H(qI(r), pI(r);A
k
µ; gµν) =

(∫
d3r pI(r)Dtq

I(r)

)
− L(qI(r),Dtq

I(r);Akµ; gµν)

=

∫
d3r

√
−g̃

(
pI(r)√
−g̃

Dtq
I(r)− L

)
=

∫
d3r

√
−g̃ tµt

ν

gαβtαtβ

(
∂L

∂(Dµφ)I
(Dνφ)I − δµνL

)
=

∫
d3r

√
−g̃ tµtν

gαβtαtβ(
1

2

∂L
∂(Dµφ)I

(Dνφ)I +
1

2

∂L
∂(Dνφ)I

(Dµφ)I − δµνL
)

=

∫
d3r

√
−g̃ tµtν

gαβtαtβ
Tµν , (2.21)

which shows that that this Hamiltonian is related to the (symmetric) stress energy tensor of

the field.

Now, consider two dynamical variables

A(qI(r), pI(r)) =

∫
d3r A(qI(r), pI(r); r), (2.22)

B(qI(r), pI(r)) =

∫
d3r B(qI(r), pI(r); r), (2.23)

which are functionals of the generalized coordinates and momenta with their own density

functions A and B. We define their Poisson bracket as the dynamical variable given by

[A,B]PB =

∫
d3r

∑
I

(
δA

δqI(r)

δB

δpI(r)
− δA

δpI(r)

δB

δqI(r)

)
. (2.24)

The Poisson brackets happen to be independent of any particular choice of generalized coor-

dinates and momenta. Considered as an operation, it satisfies a number of useful properties,

including antisymmetry and multilinearity in its arguments, distributivity over multiplica-

tion and the Jacobi identity (see, for instance, Ref. [11]).

The Poisson brackets between generalized coordinates and momenta are of special im-

portance in both the study of canonical transformations and, more importantly for our pur-

poses, canonical quantization. They are given by

[qI(r), qJ(r′)]PB = 0, (2.25)

[pI(r), pJ(r′)]PB = 0, (2.26)

[qI(r), pJ(r′)]PB = δIJδ(r − r′). (2.27)
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2.3. THE COMPLEX SCALAR FIELD AND U(1) GAUGE INVARIANCE

We also note that the law of motion in the Hamiltonian picture can be expressed as a rather

simple equation:

tµDµA = [A,H]PB. (2.28)

We will return to these Poisson brackets when quantizing the complex scalar field, in Sec. 3.1.

2.3 The complex scalar field and U(1) gauge invariance

The U(1) complex scalar field is of particular interest as it is the simplest example of a

charged field and is also straightforward to quantize using the procedure of canonical quan-

tization.

The internal space of the simplest U(1) invariant scalar field has 2 real dimensions

i.e. N = 2, and the field has two real components, namely φ1 and φ2. The U(1) group has a

single generator, T IJ (and therefore a single gauge field Aµ(x)). As a general element of the

group is given by U(θ) = eiθT , the requirement of unitarity on U(θ) translates to the require-

ment that T be Hermitian. Additionally, as the transformations preserve (φ1)2 + (φ2)2, we

require that T IJ be an antisymmetric matrix. The only 2× 2 antisymmetric Hermitian matrix

(up to scaling) is the y-Pauli matrix σy. Thus, we choose

T = σy =

(
0 −i
i 0

)
. (2.29)

Now, we define two new complex fields,

φ = φ1 + iφ2, (2.30)

φ∗ = φ1 − iφ2. (2.31)

We have Tφ = φ, Tφ∗ = −φ∗ which means that T = rz in the (φ, φ∗) representation i.e. T is

diagonal. Consequentially, the covariant derivative is also diagonal in this representation:

Dµφ(x) = ∇µφ(x)− iqAµ(x)φ(x), (2.32)

Dµφ
∗(x) = ∇µφ

∗(x) + iqAµ(x)φ∗(x). (2.33)

It is then easily seen that the Klein-Gordon equation, which involves the covariant derivative

as its only nontrivial internal space operator, is also diagonalized:(
(∇µ − iqAµ)(∇µ − iqAµ) +m2

)
φ = 0, (2.34)(

(∇µ + iqAµ)(∇µ + iqAµ) +m2
)
φ∗ = 0. (2.35)
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2.3. THE COMPLEX SCALAR FIELD AND U(1) GAUGE INVARIANCE

Going over into the complex scalar field description is therefore essentially a trick to di-

agonalize the Klein-Gordon equation for a 2-component U(1)-gauge invariant scalar field.

On the other hand, the internal space metric is now necessarily off-diagonal in the (φ, φ∗)

representation,

[δIJ ](φ,φ∗) =

(
0 1

1 0

)
, (2.36)

i.e. δIJ → (σx)IJ . This also means that finding the dual of an internal space vector amounts

to taking the complex conjugate in this representation.

We can now express physical quantities of interest in terms of the complex scalar field.

The Lagrangian density becomes:

L = gµν ((∇µ + iqAµ)φ∗) ((∇ν − iqAν)φ)−m2φ∗φ

= gµν(Dµφ)∗(Dνφ)−m2φ∗φ. (2.37)

The conserved current due to global U(1) gauge invariance is

jµ = −iq(φ(Dµφ)∗ − φ∗(Dµφ)), (2.38)

and the stress energy tensor is

Tµν = (Dµφ)∗Dνφ+ Dµφ(Dνφ)∗ − gµνL. (2.39)

The covariant derivative can be separated into a component along the local normal vector

nµ(x), and the component orthogonal to it, respectively given by

Dt = nµDµ, (2.40)

Sµ = Dµ − gµνnνnρDρ, (2.41)

the latter of which satisfies nµSµ = 0 at all points. This decomposition relies only on the

existence of the vector field nµ(x), without requiring that this field actually corresponds

to space-like surfaces. The covariant derivative itself can be expressed in terms of these

operators as follows:

Dµ = gµνn
νDt + Sµ. (2.42)

We may now simplify the Hamiltonian Eq. (2.21) at a time t (i.e. on the surface Σ(t)) using

Dt and Sµ, expressing it as

H(t) =

∫
Σ(t)

d3r
√
−g̃

(
(Dtφ)∗Dtφ− (Sµφ)∗Sµφ+m2φ∗φ

)
. (2.43)

10



2.3. THE COMPLEX SCALAR FIELD AND U(1) GAUGE INVARIANCE

Integrating the second term by parts, assuming that the field vanishes (or an equivalent

boundary condition) at spatial infinity, we get the more useful form

H(t) =

∫
Σ(t)

d3r
√
−g̃

(
(Dtφ)∗Dtφ+ φ∗

(
SµSµ +m2

)
φ
)
. (2.44)

2.3.1 An aside: Identifying electric and magnetic field backgrounds

Now, we will just clarify some terminology pertaining to the U(1) gauge field, which will

come in frequent use later when we discuss the behaviour of the scalar field in different

backgrounds. In particular, we will discuss what we mean by an ’electric’ or ’magnetic’

field in curved spacetimes. The terminology of course has its origins in the historical de-

velopment of the classical theory of electromagnetism in flat space and time, but it is not

as natural in a curved spacetime. Here, we will discuss one way of consistently using this

terminology.

The most natural gauge invariant entity one can construct from the U(1) gauge field is

the electromagnetic field strength tensor Fµν (which is antisymmetric in its indices). One

way of defining it is based on the action of the commutator of gauge covariant derivatives

on the scalar field,

[Dµ,Dν ]φ = −iqFµνφ. (2.45)

From this we can obtain the explicit expression

Fµν = ∇µAν −∇νAµ. (2.46)

To identify the electric and magnetic field parts, we will first consider the nomenclature

used in Minkowski spacetime. With coordinates (t, x, y, z), these are given by

Ei = Fti, Bi = εijkFjk. (2.47)

In analogy with these, we can define electric and magnetic fields in curved spacetimes if

there is a family of timelike vectors such as nµ available (though they may be arbitrarily

chosen), as follows (see e.g. Ref. [12]):

Eµ = Fµνn
ν , Bµ =

1

2
εµναβn

νFαβ, (2.48)

11



2.4. THE KLEIN-GORDON INNER PRODUCT

where εµναβ is totally antisymmetric with ε0123 =
√
−g. We clearly have nµEµ = 0 and

nµBµ = 0, making the electric and magnetic fields so defined vectors in the tangent spaces

(see e.g. Ref. [10]) of the Σ(t).

2.4 The Klein-Gordon inner product

It is worthwhile to briefly study what is known as the Klein-Gordon inner product and its

properties as an indefinite inner product, independent of its connection to the dynamics of

the scalar field. In this section, we will useM to denote spacetime. We will also implicitly

treat continuous parameters as a limiting case of discrete parameters (for example, we will

argue about a Hilbert space as if it were an n-dimensional vector space, with n→∞, without

explicitly stating so). We begin with the Hilbert space of complex functions on spacetime,

L2(M) (which have an implicit interpretation as being in the space of the gauge field φ),

with the standard inner product

〈f1, f2〉 =

∫
d4x
√
−g(x) f ∗2 (x)f1(x). (2.49)

Consider a spacelike surface Σ like the ones used in the Hamiltonian formulation, with

coordinates r. We define a Hermitian operator ηΣ
KG (via its matrix elements) as a function

of Σ, with nµ(r) being the unit future directed normal vector field to Σ, and hΣ
ri,rj

the (r-

coordinate system) components of the induced metric on Σ:

ηΣ
KG(x2, x1) = i

∫
Σ

d3r
√
|hΣ| nµ

[
δ(x2 − x(t, r))Dµ|x(t,r)δ(x(t, r)− x1)

−
(
D∗µ|x1δ(x2 − x(t, r))

)
δ(x(t, r)− x1)

]
. (2.50)

Here, the δ functions are with respect to the spacetime volume measure d4x
√
−g. To explain

the conjugation on the covariant derivatives, we note that x1 must be interpreted as a con-

jugate index (in the space of φ∗) and x2 as an index in the space of φ, so that ηKG maps the

space of φ to itself.

The action of the above operator may be used to define a new kind of product of functions

12



2.4. THE KLEIN-GORDON INNER PRODUCT

(essentially the corresponding matrix element), which we will call the KG product for now:

〈f1, f2〉ΣKG = 〈ηΣ
KGf1, f2〉 (2.51)

= −i
∫
Σ

d3r
√
|hΣ|nµ (f1(Dµf2)∗ − f ∗2 (Dµf1)) . (2.52)

The operator ηΣ
KG is indefinite (as in neither positive nor negative (semi-)definite) as 〈f, f〉KG

of functions f ranges across all of R, including negative values. In other words, the eigenval-

ues of ηΣ
KG are not restricted to positive/nonnegative real numbers or negative/nonpositive

real numbers alone.

We would like to interpret 〈f1, f2〉ΣKG as an (indefinite) inner product, for later conve-

nience. This will allow us to use much of the machinery associated with inner products,

particularly orthonormal bases, to simplify our study of the dynamics and canonical quan-

tization of the scalar field.

A map 〈·, ·〉I : V × V → C on a vector space V defined over the complex numbers C is

called an indefinite inner product if it satisfies the following defining properties, ∀ fa, fb, fc ∈
V, α, β ∈ C (see, for instance, Ref. [13])

• Conjugate symmetry3:

〈fa, fb〉I = 〈fb, fa〉∗I . (2.53)

• Linearity:

〈αfa + βfb, fc〉I = α〈fa, fc〉I + β〈fb, fc〉I. (2.54)

• Nondegeneracy:

(〈fa, f〉I = 0 ∀ f ∈ V) =⇒ fa = 0. (2.55)

It is trivial to show that the map given by 〈f1, f2〉ΣKG satisfies the conditions of antisymme-

try and linearity. However, we may show that it is not nondegenerate - a function fa such

that it is not identically zero inM but satisfies fa(Σ) = 0, nµDµfa(Σ) = 0 must also satisfy

〈fa, f〉ΣKG = 0 ∀ f ∈ L2(M). Therefore, 〈f1, f2〉ΣKG is not an indefinite inner product on L2(M).

However, we will find it useful to consider instead a subspace L2
PDE(M) ⊂ L2(M) consist-

ing only of those functions that are solutions to a second order linear (partial) differential

3This is referred to as ’antisymmetry’ in Ref. [13].
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2.4. THE KLEIN-GORDON INNER PRODUCT

equation (which we will just call the PDE) inM. These functions are completely specified

by boundary values for the function and its normal derivative on a Cauchy surface such as

Σ i.e. by fixing f(x ∈ Σ) and nµDµf(x ∈ Σ).

We may represent a function f ∈ L2
PDE(M) by two functions uf , vf : Σ → C which are

uniquely related to f via the boundary conditions

f(x ∈ Σ) = uf (x), (2.56)

nµDµf(x ∈ Σ) = vf (x). (2.57)

We will use the notation f ↔ (uf , vf ) for such a representation. Evidently, from the linearity

of the boundary conditions, the null (additive identity) element of L2
PDE(M) is given by

0 ↔ (0, 0) (which need not in the most general case necessarily be the same as 0 ∈ L2(M),

which is the function that is identically zero everywhere. For example, consider the (0, 0)

function in L2
PDE(M) for the gauge potential Aµ = αδ0

µ - this implies a non-vanishing time

derivative∇t of (0, 0) at Σ, which could be a non-vanishing solution of the unspecified PDE).

Now, we redefine the product 〈f1, f2〉ΣKG to apply only within the subspace of solutions

to the differential equation i.e. 〈·, ·〉ΣKG : L2
PDE(M)× L2

PDE(M)→ C by

〈f1, f2〉ΣKG = 〈ηΣ
KGf1, f2〉 ∀f1, f2 ∈ L2

PDE(M). (2.58)

The formal expression Eq. (2.52) itself does not change, just the domain of validity. In the

(uf , vf ) representation, we have

〈f1, f2〉ΣKG = −i
∫
Σ

d3r
√
|hΣ|

(
uf1v

∗
f2
− u∗f2vf1

)
. (2.59)

For this product, antisymmetry and linearity continue to hold, as before. But this re-

stricted product also satisfies non-degeneracy. We show this explicitly by first assuming

f1 ↔ (uf1 , vf1) to be given, and choosing f2 ↔ (uf2 , vf2) = f̃1 ↔ (ivf1 ,−iuf1) i.e. uf2 = ivf1 ,

vf2 = −iuf1). This may always be done because u,v may be any of the most general (suffi-

ciently well-behaved) complex valued functions on Σ. In that case,

〈f1, f̃1〉ΣKG =

∫
Σ

d3r
√
|hΣ|

(
|uf1|2 + |vf1 |2

)
. (2.60)

This is always positive and therefore nonzero unless f1 = 0 ∈ L2
PDE(M). It is also trivial to

show that 〈0, f〉ΣKG = 0 ∀ f ∈ L2
PDE(M). Thus, we have succeeded in constructing a function
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2.4. THE KLEIN-GORDON INNER PRODUCT

which has a non-vanishing KG product with any given function other than 0 in the space

of solutions of the PDE, and 0 has a vanishing KG product with all functions in this space,

implying that the KG product is non-degenerate in L2
PDE(M).

The KG-product is therefore an indefinite inner product in L2
PDE(M), which we will call

the Klein-Gordon inner product (which is as of now still Σ-dependent). Therefore (from

Proposition 2.2.2 and the subsequent discussion in Ref. [13]) we may construct a complete

orthonormal basis {u(k;x), ∀ k} in L2
PDE(M) in the sense of the Klein-Gordon inner product,

such that

〈u(k;x), u(k′;x)〉ΣKG = ±δ(k − k′), (2.61)

where δ(k − k′) is a Dirac delta function associated with a suitable integration measure d̃k,

satisfying

δ(k − k′) = 0 for k 6= k′, (2.62)∫
d̃k δ(k − k′) = 1. (2.63)

We will call this the u-basis, for short. In such a basis, the ’matrix’ elements of the Klein-

Gordon indefinite inner product are either +δ(k−k) (or +1 in a discrete case) and−δ(k−k).

We also note that in any L2 space, any two elements f1,f ′1 are treated as equivalent if the

standard norm of their difference vanishes, 〈f1−f ′1, f1−f ′1〉 = 0 (without requiring pointwise

equality), and it is also in this sense that a basis is required to be complete - any element of

such a space is equivalent to some linear combination of the basis elements.

Transforming to an orthogonal basis in the Klein-Gordon inner product sense involves

diagonalizing ηKG. To normalize the basis vectors so that they are also orthonormal involves

subsequently scaling each of them by a complex number c(k) (say), a transformation that

leaves the L2
PDE(M) → L2

PDE(M) linear operator ηΣ
KG invariant (due to an operator A trans-

forming as SAS−1 under a vector transformation S) but scales the ’matrix elements’ of the

standard Euclidean ’metric tensor’ (which gives the inner product) by |c(k)|−2 so that the

inner product itself is preserved. The ’matrix elements’ of the Klein-Gordon inner product,

which is given by a contraction of the standard metric tensor with ηΣ
KG (see Eq. (2.51)), are

therefore scaled by the positive number |c(k)|−2. Thus, this shows that the +δ(k − k) entries

along the diagonal of the matrix representation of the Klein-Gordon inner product corre-

spond to positive eigenvalues of ηΣ
KG, and the −δ(k − k) entries to negative eigenvalues. We

also note that if 0 were an eigenvalue, then non-degeneracy would not be satisfied.
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2.4. THE KLEIN-GORDON INNER PRODUCT

It is convenient to define two complementary subsets K+(u) and K−(u) of the space of

values of k corresponding respectively to the positive and negative norm elements in the

u-basis as follows:

K±(u) = {k : 〈u(k;x), u(k;x)〉ΣKG = ±δ(k − k)}. (2.64)

Now, we consider the subspace L2
K+(u)(M) ⊂ L2

PDF(M) spanned by the positive norm basis

vectors {u(k;x) : k ∈ K+(u)} and L2
K−(u)(M) ⊂ L2

PDF(M) spanned by the negative norm

vectors {u(k;x) : k ∈ K−(u)} (not to be confused with exhaustive sets of positive norm and

negative norm vectors respectively, which do not form vector spaces by themselves - these

subspaces are analogous to lower dimensional surfaces in the vector space). Because the

positive norm basis modes have non-vanishing norms themselves and any nonzero linear

combination of them must have a non-vanishing inner product with at least one of them,

there is no element of L2
K+(u)(M) other than 0 which has a vanishing inner product with all

modes in the subspace, making it non-degenerate. A similar reasoning holds for the sub-

space spanned by the negative norm modes. The Klein-Gordon inner product is therefore

also an inner product in these subspaces.

This brings us to a useful result (which is a special case of Proposition 2.2.3 in Ref. [13]).

As each of the vectors in L2
K+(u)(M) corresponds to a positive eigenvalue of ηΣ

KG,∫
K+(u)

d̃k 〈u(k;x), u(k;x)〉ΣKG = n+

(
ηΣ

KG

)
, (2.65)

where the quantity on the right hand side is the number of positive eigenvalues of ηΣ
KG (we

will treat it as a well-defined quantity, following our implicit discrete interpretation, though

it is infinite in the limit). Similarly, we have∫
K−(u)

d̃k 〈u(k;x), u(k;x)〉ΣKG = n−
(
ηΣ

KG

)
, (2.66)

with n−
(
ηΣ

KG

)
being the number of negative eigenvalues.

As the eigenvalues of a Hermitian operator are an invariant set (independent of the

choice of basis vectors), the quantities in Eqs. (2.65) and (2.66) are basis-independent. Then,
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2.5. SOLUTIONS TO THE KLEIN-GORDON EQUATION

for any two orthonormal bases, say a u-basis and a v-basis, we must have∫
K+(u)

d̃k 〈u(k;x), u(k;x)〉ΣKG =

∫
K+(v)

d̃k 〈v(k;x), v(k;x)〉ΣKG, (2.67)

∫
K−(u)

d̃k 〈u(k;x), u(k;x)〉ΣKG =

∫
K−(v)

d̃k 〈v(k;x), v(k;x)〉ΣKG. (2.68)

This result will find application in Sec. 3.2, where it will be used to establish that particle

production by a combined electromagnetic and gravitational field background must indeed

create equal numbers of particles and antiparticles.

2.5 Solutions to the Klein-Gordon equation

Now, we will study in some more detail the equation of motion for the complex scalar field,

the Klein-Gordon equation Eq. (2.34), reproduced here in more concise notation:(
DµDµ +m2

)
φ = 0. (2.69)

This equation, as commented earlier in the general case, is linear in φ - any linear combi-

nation of solutions is also a solution. This immediately suggests that its solutions may be

considered elements of an infinite dimensional vector space (as with any linear differential

equation). For this equation, the Klein-Gordon inner product is a particularly natural inner

product to use, as we will now see.

2.5.1 Uniqueness of the Klein-Gordon inner product

Consider any two (complex-valued) solutions f(x),g(x) to Eq. (2.69). The Klein-Gordon

inner product Eq. (2.52) for these two solutions, given a spacelike surface Σ, is

〈f, g〉ΣKG = −i
∫
Σ

d3r
√
|hΣ|nµ (f(Dµg)∗ − g∗(Dµf)) . (2.70)

Now, we proceed to show that the inner product is actually independent of the choice of

Σ. This means that there is a unique Klein-Gordon inner product for solutions of the Klein-

Gordon equation, and the question of the choice of Σ to be made, so that one may use the

properties of the inner product (Sec. 2.4) to simplify the problem at hand, becomes irrelevant.
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We first write the Klein-Gordon equation as satisfied by f and g, multiply the former by

g∗, conjugate the latter and then multiply it by f and take the difference (with a factor of i

thrown in) to get:

− i (f(DµDµg)∗ − g∗(DµDµf)) = 0. (2.71)

Using the product rule for gauge covariant derivatives (schematically D(fg) = (Df)g +

f(Dg), which can also be explicitly seen to hold by expanding it in terms of the gauge field),

we get a divergence equation

∇µ (−i (f(Dµg)∗ − g∗(Dµf))) = 0. (2.72)

As an aside, we note that for g = f , this reduces to the conservation of jµ in Eq. (2.38)

i.e. ∇µj
µ = 0, which was initially derived from Noether’s theorem.

Now, we consider a finite region R. Integrating Eq. (2.72) over R, using Gauss’ theorem

to reduce it to a boundary integral gives

− i
∫
∂R

dS∂Rn
µ
∂R (f(Dµg)∗ − g∗(Dµf)) = 0, (2.73)

where dS∂R represents the surface volume elements and nµ∂R the outward unit normals

(i.e. normalized so that |gµνnµnν | = 1, whether spacelike or timelike) to the boundary ∂R
of R. If ∂R were made up of Σ(t1) and Σ(t2), which may have no boundary themselves

(e.g. a single period in problems with spatial periodicity) or may be taken together with a

boundary/spatial infinity where all solutions and/or their normal derivatives vanish (so

this corresponds to a range of boundary value problems), then we get (recalling that the

nµ are future directed, but the nµ∂R are directed ’outward’ instead, and are past directed for

Σ(min(t1, t2)))

−i
∫

Σ(t1)

d3r
√
|hΣ| nµ (f(Dµg)∗ − g∗(Dµf)) = −i

∫
Σ(t2)

d3r
√
|hΣ| nµ (f(Dµg)∗ − g∗(Dµf)) , (2.74)

which establishes that the number 〈f, g〉ΣKG is independent of the choice of Σ, and we will

henceforth treat it as a unique, invariant inner product of the two functions (and call it the

Klein-Gordon inner product), and denote it as 〈f, g〉KG.
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2.5.2 Orthonormal mode expansions

Now, we consider an orthonormal (in the Klein-Gordon sense) basis in the space of solu-

tions of the Klein-Gordon equation, {u(k;x), ∀ k} (sometimes called modes, in analogy with

waves), with K+(u) and K−(u) denoting the set of values of k for which the Klein-Gordon

norm of the corresponding basis function u(k;x) is positive and negative respectively. We

will write the orthonormality relation as

〈u(k;x), u(k′;x)〉KG = su(k)δ(k − k′), (2.75)

where

su(k) =

{
+1, for k ∈ K+(u)

−1, for k ∈ K−(u)
. (2.76)

Any solution configuration of the field φ can be expressed as a linear combination of the

basis functions as follows:

φ(x) =

∫
d̃k ϕu(k)u(k;x). (2.77)

It is straightforward to invert this ’mode expansion’ using the orthonormality relations, to

express the coefficients ϕu(k) in terms of the field,

ϕu(k) = su(k)〈φ(x), u(k;x)〉KG. (2.78)

Recall that we a priori require the field only to be an arbitrary configuration of complex num-

bers in spacetime, but the Klein-Gordon equation introduces a constraint that significantly

restricts the actual number of allowed configurations. The coefficients ϕu(k), due to the com-

pleteness (rather than ’overcompleteness’) of the orthonormal basis in the space of solutions,

form a ’minimal’ representation of the field consisting of only the free parameters of its evo-

lution. In this sense, specifying the ϕu(k) is equivalent to specifying boundary conditions for

a particular solution, such as specifying φ(x ∈ Σ) and nµDµφ(x ∈ Σ) on a spacelike surface

Σ.

It is convenient to split the mode expansion into a positive norm part and a negative

norm part. To do this, we first define new coefficients au(k), bu(k) via what amounts to a

trivial re-labelling of the coefficients ϕu(k),

ϕu(k) =

{
au(k), for k ∈ K+(u)

b∗u(k), for k ∈ K−(u)
. (2.79)

19



2.5. SOLUTIONS TO THE KLEIN-GORDON EQUATION

The mode expansion of the field so split is then

φ(x) =

∫
K+(u)

d̃k au(k)u(k;x) +

∫
K−(u)

d̃k b∗u(k)u(k;x), (2.80)

and for the complex conjugate of the field,

φ∗(x) =

∫
K−(u)

d̃k bu(k)u∗(k;x) +

∫
K+(u)

d̃k a∗u(k)u∗(k;x). (2.81)

This form is especially convenient for canonical quantization.

There is one more quantity of interest: the charge derived from the U(1) Noether current

jµ ( Eq. (2.38)) which is conserved on account of Noether’s theorem,

Q =

∫
Σ(t)

d3r
√
−g̃ nµjµ(t, r) (2.82)

= q〈φ(x), φ(x)〉KG. (2.83)

The second line shows an alternate way to interpret its being conserved: it is proportional

to the Klein-Gordon inner product of the field with itself. Substituting the mode expan-

sion Eq. (2.77) for φ, and using the orthonormality of the modes, we get a relatively simple

expression,

Q = q

∫
d̃k su(k)|ϕu(k)|2

= q

 ∫
K+(u)

d̃k |au(k)|2 −
∫

K−(u)

d̃k |bu(k)|2

 . (2.84)

This expression will prove useful after quantization.

In principle, Eq. (2.77) has already solved the problem of the (classical) dynamics of the

scalar field - with the ϕ(k) being constants of the motion. On the other hand, these constants

play a key role in understanding the structure of the state space of the field in the quantum

mechanical description, which we will turn to next.
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Chapter 3

Scalar field quantization

We will have two primary points of discussion in this chapter. First, we will apply the stan-

dard method of canonical quantization (see e.g. Ref. [11]) and interpret the field in terms of

eigenvalues of discrete observables, which will lead to picture of the field in terms of parti-

cles (as a mathematical notion, with no immediate physical interpretation) and corresponds

to a Fock decomposition of the Hilbert space of states of the field. Subsequently, we will

discuss transformations that relate two such decompositions of the state space, which will

play a central role in our discussion of particle production.

3.1 Canonical quantization of the complex scalar field

We now consider the Hamiltonian formalism for the complex scalar field, choosing the

surfaces Σ(t) so that the timelike flow vectors are along the future-directed unit normals,

tµ(x) = nµ(x) (and −g̃ = |hΣ|). In that case, we may take the generalized coordinates to be

q1(r) = φ(r) and q2(r) = φ∗(r) and the respective momenta p1(r) = π(r) and p2(r) = π∗(r)

are given by

π(r) =
√
−g̃(Dtφ)∗(r); π∗(r) =

√
−g̃Dtφ(r). (3.1)

Their independent Poisson brackets are given by (as the two degrees of freedom are complex

conjugates of each other, the full set of Poisson brackets may be obtained by taking the
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complex conjugates of these)

[φ(r), φ(r′)]PB = 0, [φ(r), φ∗(r′)]PB = 0, (3.2)

[π(r), π(r′)]PB = 0, [π(r), π∗(r′)]PB = 0, (3.3)

[φ(r), π(r′)]PB = δ(r − r′), [φ(r), π∗(r′)]PB = 0. (3.4)

Following the standard methods of quantum mechanics, we promote dynamical vari-

ables such as φ(r), π(r) to operators φ̂(r), π̂(r) on a newly introduced linear vector space

called the state space. The state of any system is described by a vector in this space, which

determines the probability of obtaining specific values on measurement of various observ-

ables, and these values are further determined by the properties of the corresponding oper-

ator (e.g. Ref. [11]).

We will work in the Heisenberg picture, where it is the operators that evolve in time,

with the state vectors remaining time-independent. The time evolution of any operator

corresponding to a dynamical variable satisfies the Heisenberg equations of motion (with

Dt = nµDµ):

iDtÂ(t0) = [Â(t0), Ĥ(t0)] (3.5)

where [Â, B̂] = ÂB̂ − B̂Â is the commutator and Ĥ is the Hamiltonian operator. We note

that the commutator is between operators at the same time t0, as defined by our spacelike

surfaces Σ(t). The time-dependent field operators are now φ̂(t, r) = φ̂(x), π̂(t, r) = π̂(x).

The primary role of the Poisson brackets Eq. (3.2),(3.3),(3.4) in quantum mechanics is

to suggest a form for the equal-time canonical commutation relations for the field observ-

ables, taking inspiration from the similarity between Eqs. (2.28) and (3.5) and requiring

the quantized theory to give the right classical limit. This is given by the correspondence

[Â, B̂] ↔ i[A,B]PB, and we therefore postulate the canonical commutation relations (the

independent ones; we must take the Hermitian conjugate of these relations to obtain a com-

plete set)

[φ̂(t, r), φ̂(t, r′)] = 0, [φ̂(t, r), φ̂†(t, r′)] = 0, (3.6)

[π̂(t, r), π̂(t, r′)] = 0, [π̂(t, r), π̂†(t, r′)] = 0, (3.7)

[φ̂(t, r), π̂(t, r′)] = iδ(r − r′), [φ̂(t, r), π̂†(t, r′)] = 0. (3.8)
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The Hamiltonian operator for the system is then (note that on account of Eqs. (3.6) and

(3.7), the ordering of operators in each term is immaterial)

H(t) =

∫
Σ(t)

d3r
√
−g̃
(

1

(−g̃)
π̂†(t, r)π̂(t, r) + φ̂†(t, r)

(
SµSµ +m2

)
φ̂(t, r)

)
, (3.9)

and the Heisenberg equations of motion Eq. (3.5) for Â = φ̂ and Â = π̂† then respectively

give

Dtφ̂ =
1√
−g̃

π̂†, (3.10)

Dtπ̂
† =

√
−g̃
(
SµSµ +m2

)
φ̂. (3.11)

It is straightforward to eliminate π̂† by substituting the first line in the second, leading to the

operator version of the Klein-Gordon equation(
DµDµ +m2

)
φ̂(x) = 0. (3.12)

We already know that a mode expansion of the form Eq. (2.77) will completely solve this

equation - however, the coefficients here must be operators. Thus, we just use Eq. (2.77) and

promote the ϕu(k) to operators ϕ̂u(k) as well, so that we have

φ̂(x) =

∫
d̃k ϕ̂u(k)u(k;x). (3.13)

It is important to note that the ϕ̂u(k) are constants, rather than ’dynamical’ variables, and do

not obey the Heisenberg equation of motion Eq. (3.5). The operator version of Eq. (2.78) is

ϕ̂u(k) = su(k)〈φ̂(x), u(k;x)〉KG. (3.14)

We can now obtain commutators for the ϕ̂u(k). Writing out the explicit expression for

the Klein-Gordon inner products Eq. (2.52) in the Eq. (3.14), we may use Eq. (3.1) to con-

vert the derivatives in the expression to momenta; using the appropriate relation from

Eq. (3.6),(3.7),(3.8) and then the orthonormality of the mode functions gives the following

(independent) commutators:

[ϕ̂u(k), ϕ̂u(k
′)] = 0, (3.15)

[ϕ̂u(k), ϕ̂†u(k
′)] = su(k)δ(k − k′). (3.16)

23



3.1. CANONICAL QUANTIZATION OF THE COMPLEX SCALAR FIELD

In terms of the operators âu(k) and b̂u(k), defined via the operator version of Eq. (2.79), these

commutators become

ϕ̂u(k) =

{
âu(k), for k ∈ K+(u)

b̂†u(k), for k ∈ K−(u)
, (3.17)

the non-vanishing independent commutators are:

[âu(k), â†u(k
′)] = δ(k − k′), for k, k′ ∈ K+(u), (3.18)

[b̂u(k), b̂†u(k
′)] = δ(k − k′), for k, k′ ∈ K−(u). (3.19)

Two observations are in order. Firstly, any two of the â or b̂ operators associated with

different values of k must commute; they may therefore be considered to act on independent

subspaces of the state space. This allows us to write an arbitrary state vector |ψ〉 for the field

as a tensor product of vectors with one in each such subspace,

|ψ〉 =
⊗
k

|ψ(k)〉k, (3.20)

where the subscript k denotes a vector in the subspace corresponding to k, and ψ(k) labels

the corresponding vector. Secondly, the operators (a or b) corresponding to a certain value

of k satisfy the standard harmonic oscillator commutation relations, showing that each sub-

space k is spanned by eigenvectors of the operator N̂u(k), defined as (for the full argument,

see e.g. Refs. [8, 9])

N̂u(k) =

{
â†u(k)âu(k), k ∈ K+(u)

b̂†u(k)b̂u(k), k ∈ K−(u)
. (3.21)

The eigenvalue relation for these eigenvectors is given by

N̂u(k)|n;u〉k = nδ(k − k)|n;u〉k, ∀ n ∈ N0, (3.22)

where N0 = {0, 1, 2, ...}. Thus, the k-th subspace is spanned by the orthonormal (due to being

eigenstates of a Hermitian operator) basis {|n;u〉k, ∀ n ∈ N0}, often called a Fock basis; an

arbitrary vector in this subspace can be written as

|ψ(k)〉k =
∑
n∈N0

cn(k)|n;u〉k, (3.23)

for some constants cn(k) representing the components of the vector in the Fock basis corre-

sponding to k.
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3.1. CANONICAL QUANTIZATION OF THE COMPLEX SCALAR FIELD

The state |N̂u(k);n;u〉k is typically considered to represent n particles (if k ∈ K+(u)) or

antiparticles (if k ∈ K−(u)) in the k-th mode, an interpretation that works well for a discrete

set of modes. In fact, even for a continuous set of modes, we may always define an operator

n̂u(k) such that N̂u(k) = n̂u(k)δ(k − k) (see e.g. Refs. [8, 9]) whose eigenvalues are directly

given by n. On the other hand, we will also define a ’total particle number’ N̂+
u and ’total

antiparticle number’ N̂−u by

N̂±u =

∫
K±(u)

d̃k N̂u(k). (3.24)

To justify this, consider a Fock basis state |ψ〉 =
⊗

k|n(k);u〉, where only a discrete set of

subspaces k ∈ KD = {k1, k2, ...} have nonzero n, and the rest have n(k) = 0 i.e. n(k)δ(k−k) =∑
i n(ki)δ(k − ki). Then, we have

N̂±u |ψ〉 =

 ∑
ki∈KD∩K±(u)

n(ki)

 |ψ〉, (3.25)

i.e. the eigenvalue for each of N̂± is a finite number in N0, which lends itself better to an

interpretation as a ’number of particles/antiparticles’, but loses information about the spe-

cific mode the particle/antiparticle is associated with. The latter issue can be remedied by

considering distribution functions f(k) > 0, and defining particle and antiparticle numbers

weighted by this distribution:

N̂±u [f(k)] =

∫
K±(u)

d̃k f(k)N̂u(k). (3.26)

For the aforementioned state |ψ〉 =
⊗

k|n(k);u〉 with n(k)δ(k − k) =
∑

i n(ki)δ(k − ki), we

have for these operators

N̂±u [f(k)] |ψ〉 =

 ∑
ki∈KD∩K±(u)

f(ki)n(ki)

 |ψ〉. (3.27)

There are of course the special cases

N̂±u = N̂±u [f(k) = 1] , (3.28)

N̂u(k
′) = N̂±u

[
f(k) = δ(k − k′), k′ ∈ K±(u)

]
. (3.29)
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3.2. THE NON-UNIQUENESS OF THE FOCK SPACE DECOMPOSITION

From this point of view, the N̂(k) are operators representing the ’density’ of particles in

k-space (with respect to the volume element d̃k), and the functions f(k) represent our sensi-

tivity to each k (chosen as suitable for the problem at hand).

The reason particle and antiparticle number (or equivalently, subspaces corresponding

to positive norm and negative norm mode functions) are considered separately have to do

with their contribution to the invariant Noether charge corresponding to U(1) gauge trans-

formations Eq. (2.84). The operator version of this charge has an ambiguity in its ordering

of the â and b̂ operators and their conjugates in each term. We choose what is called the

normal ordering prescription (described in, for instance, Refs. [8, 9]), indicated by : :u, where

all the creation/conjugate operators â†u(k),b̂†u(k) will be to the left of the annihilation opera-

tors âu(k), b̂u(k). In that case, the charge defined in Eq. (2.84) reduces to the rather simple

expression

: Q̂ :u = qN̂+
u − qN̂−u . (3.30)

Therefore, each particle contributes q and each antiparticle −q to the total charge.

3.2 The non-uniqueness of the Fock space decomposition

We have seen that the state space of a complex scalar field can be separated into Fock spaces

by an orthonormal mode expansion (we use the subscript u for operators and a label |...;u〉
for kets to indicate association with the mode functions {u(k;x)∀k}),

φ̂(x) =

∫
K+(u)

d̃k âu(k)u(k;x) +

∫
K−(u)

d̃k b̂†u(k)u(k;x), (3.31)

where each âu(k) or b̂u(k) is associated with a state subspace spanned by the eigenstates of

N̂u(k ∈ K+(u)) = â†u(k)âu(k) and N̂u(k ∈ K−(u)) = b̂†u(k)b̂u(k) respectively, namely

|n;u〉k∀ n ∈ N0 : N̂u(k)|n;u〉k = nδ(k − k)|n;u〉k. (3.32)

In a top-down interpretation, we may consider this a decomposition of the Hilbert space of

states into these subspaces, referred to as a Fock space decomposition (or just a Fock space).

The ’vacuum state’ |0;u〉 for this particular choice of mode functions is

|0;u〉 =
⊗
k

|0;u〉k, (3.33)
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3.2. THE NON-UNIQUENESS OF THE FOCK SPACE DECOMPOSITION

which is uniquely identified by the following property:

âu(k)|0;u〉 = 0 ∀ k ∈ K+(u), b̂u(k)|0;u〉 = 0 ∀ k ∈ K−(u). (3.34)

Clearly, a different choice of modes would have yielded a different ’Fock decomposi-

tion’ of the Hilbert space. To study this further, we take another set of orthonormal mode

functions v(k;x), where the field expansion is instead

φ̂(x) =

∫
K+(v)

d̃k âv(k)v(k;x) +

∫
K−(v)

d̃k b̂†v(k)v(k;x). (3.35)

This has its own Fock space decomposition of the Hilbert space with the vacuum state |0; v〉.
The two sets of modes u(k;x) and v(k;x) can be related by an invertible linear transformation

(called a Bogolubov transformation),

u(k;x) =

∫
K(v)

d̃k′ Buv(k, k
′)v(k′;x), (3.36)

v(k;x) =

∫
K(u)

d̃k′ Bvu(k, k
′)u(k′;x), (3.37)

where the Bogolubov coefficientsBuv(k, k
′) andBvu(k, k

′) are ’matrix inverses’ of each other:∫
K(v)

d̃k′ Buv(k, k
′)Bvu(k

′, k′′) =

∫
K(u)

d̃k′ Bvu(k, k
′)Buv(k

′, k′′) = δ(k − k′′). (3.38)

We can also find explicit expressions for these coefficients using the Klein-Gordon inner

product:

Buv(k, k
′) = sv(k

′)〈u(k;x), v(k′;x)〉KG. (3.39)

This leads to a useful relation with the inverse coefficients. As the Klein-Gordon inner prod-

uct satisfies 〈f, g〉KG = 〈g, f〉∗KG, we have:

Buv(k, k
′) = su(k)sv(k

′)B∗vu(k
′, k). (3.40)

Bogolubov transformations must clearly preserve the orthonormality of modes (as the u

and v modes both form complete orthonormal sets). Enforcing the orthonormality relations,

〈u(k ∈ K±(u);x), u(k′;x)〉KG = ±δ(k − k′), (3.41)

〈v(k ∈ K±(v);x), v(k′;x)〉KG = ±δ(k − k′), (3.42)
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3.2. THE NON-UNIQUENESS OF THE FOCK SPACE DECOMPOSITION

(or substituting equation Eq. (3.40) in Eq. (3.38)) gives the following constraint on the Bogol-

ubov coefficients (and similarly with (u↔ v)):∫
K+(v)

d̃k′ Buv(k, k
′)B∗uv(k

′′, k′)−
∫

K−(v)

d̃k′ Buv(k, k
′)B∗uv(k

′′, k′) = su(k)δ(k − k′′). (3.43)

A corresponding relation between the operators can be obtained by equating the two expan-

sions of φ̂ (equations Eqs. (3.31) and (3.35)),∫
K+(u)

d̃k′ âu(k
′)Buv(k

′, k) +

∫
K−(u)

d̃k′ b̂†u(k
′)Buv(k

′, k) =

{
âv(k) , k ∈ K+(v)

b̂†v(k) , k ∈ K−(v)
. (3.44)

Evidently,

|0;u〉 = |0; v〉 ⇔ Buv(k, k
′) = 0 ∀ (k, k′) ∈ (K+(u)×K−(v)) ∪ (K−(u)×K+(v)). (3.45)

The two vacuum states are identical (âu(k)|0; v〉 = 0 ∀ k ∈ K+(u), b̂u(k)|0; v〉 = 0 ∀ k ∈
K−(u) and u ↔ v) if and only if the elements of Buv between K+(u) and K−(v) or between

K−(u) and K+(v) are all zero i.e. the transformation does not mix positive and negative

norm modes.

More specifically, we are often interested in the expectation value of the particle number

density in the k-space of one set of modes in the vacuum state corresponding to another set

of modes. If the former is in the v-basis and the latter in the u-basis, it is straightforward to

show from Eq. (3.44) and the commutators Eq. (3.15),(3.16) that

〈0;u|N̂v(k ∈ K±(v))|0;u〉 =

∫
K∓(u)

d̃k′ |Bvu(k, k
′)|2. (3.46)

This is the primary feature of Bogolubov transformations that results in particle production

by classical backgrounds, as we will see in Chap. 4.

Now, we will consider some features pertaining to particle numbers in Fock spaces re-

lated by Bogolubov transformations. First, we consider the particle and antiparticle num-

bers in an arbitrary expansion of φ̂ in terms of orthonormal modes f(k;x):

N̂+
f =

∫
K+(f)

d̃k a†f (k)af (k), (3.47)

N̂−f =

∫
K−(f)

d̃k b†f (k)bf (k). (3.48)

28



3.2. THE NON-UNIQUENESS OF THE FOCK SPACE DECOMPOSITION

For a vacuum state preserving Bogolubov transformation between modes u and v, we have,

from using equations Eqs. (3.40) and (3.43),∫
K+(u)

d̃k Buv(k, k
′)B∗uv(k, k

′′) = δ(k′ − k′′). (3.49)

Attempting to express N̂+
u in terms of the v operators then gives:

N̂+
u =

∫
K+(u)

d̃k

∫
K+(v)

d̃k′
∫

K+(v)

d̃k′′ B∗uv(k, k
′)Buv(k, k

′′)a†v(k
′)av(k

′′)

=

∫
K+(v)

d̃k a†f (v)af (v)

= N̂+
v . (3.50)

Similarly, we can show that N̂−u = N̂−v .

We see that if two Fock space decompositions have a common vacuum state, they must

necessarily agree on the total number of particles as well as the total number of antiparticles

in any state. There are no ’particle creation’ phenomena between the two decompositions.

An example of a Bogolubov transformation of this type is that between positive frequency

plane wave modes and positive frequency spherical wave modes, which, as we have seen,

must preserve the total particle and antiparticle content of any eigenstate; however, the

distribution of particles in each ’mode’ depends on the specific choice of modes.

A more general conclusion concerns the difference between the particle and antiparticle

number

∆N̂f = N̂+
f − N̂

−
f . (3.51)

This can be related to an invariant observable, the Klein-Gordon inner product of the field

with itself, 〈φ̂, φ̂〉KG (with the operators ordered so that φ̂ is to the left of φ̂†). Using the

f -mode expansion,

φ̂(x) =

∫
K+(f)

d̃k âf (k)f(k;x) +

∫
K−(f)

d̃k b̂†f (k)f(k;x), (3.52)

and the orthonormality relations

〈f(k;x), f(k′;x)〉KG = sf (k)δ(k − k′), (3.53)
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3.2. THE NON-UNIQUENESS OF THE FOCK SPACE DECOMPOSITION

we find

〈φ̂(x), φ̂(x)〉KG =

∫
K+(f)

d̃k âf â
†
f −

∫
K−(f)

d̃k b̂†f b̂f . (3.54)

From the commutator [af (k), a†f (k
′)] = δ(k − k′) = 〈f(k;x), f(k′;x)〉KG, we get for ∆N̂f

∆N̂f = 〈φ̂(x), φ̂(x)〉KG −
∫

K+(f)

d̃k 〈f(k;x), f(k;x)〉KG. (3.55)

∆N̂f differs from the invariant inner product of the field with itself by a term equal to the

integral of the norm of all positive norm modes in the chosen basis. From Eq. (2.67) in

Sec. 2.4, this integral is invariant across all choices of an orthonormal set of basis mode

functions.

Therefore, given two different orthonormal bases u and v related by a Bogolubov trans-

formation, we have

∆N̂u = ∆N̂v. (3.56)

For this reason, we will denote this difference as simply ∆N̂ , without any reference to the

choice of basis.

On a side note, this also leads to a constraint on the Bogolubov coefficients; using

〈0;u|∆N̂ |0;u〉 = 0, (3.57)

with ∆N̂ expressed as ∆N̂v, we find, using the Bogolubov transformation Eq. (3.44) to the u

operators, ∫
K−(u)

d̃k′
∫

K+(v)

d̃k |Buv(k
′, k)|2 =

∫
K+(u)

d̃k′
∫

K−(v)

d̃k |Buv(k
′, k)|2. (3.58)

The orthonormality condition Eq. (3.43) also implies that∫
K+(u)

d̃k′
∫

K+(v)

d̃k |Buv(k
′, k)|2 =

∫
K−(u)

d̃k′
∫

K−(v)

d̃k |Buv(k
′, k)|2. (3.59)

This means that any two arbitrary Fock space decompositions of the state space of a com-

plex scalar field in a combined electromagnetic and gravitational background must therefore

necessarily agree on the difference between the number of particles and antiparticles. Any

state of the field as viewed in one Fock space decomposition where it has a precise number of
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3.2. THE NON-UNIQUENESS OF THE FOCK SPACE DECOMPOSITION

particles and antiparticles may then at most differ from its interpretation in another decom-

position by the presence of (superpositions of states with) additional particle-antiparticle

pairs.

The role this plays in particle production is analogous to the conservation of charge in the

dynamics of the field. Indeed, the normal-ordered charge operator for this theory is : Q :=

q∆N̂ (which differs from the field charge operator as such by q times the above integral

over positive norm modes), and the above statement is equivalent to the statement that all

Fock space decompositions ’see’ the same charge (of course, with particles and antiparticles

having charges +q and −q respectively) in any state.
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Chapter 4

Particle production by classical
backgrounds

In this chapter we will study particle production for the complex scalar field withU(1) gauge

symmetry, considering a general electromagnetic and gravitational background.

In the framework of Bogolubov transformations, discussed in Sec. 3.2, the description

of particle production is as follows: Describing spacetime as a family of spacelike surfaces

{Σ(t)}, we associate a particular Fock space decomposition (via a choice of some appropriate

mode functions) with each t. The modes corresponding to different values of t are in general

related by a Bogolubov transformation, and may have differing vacuum states. We typically

assume the system begins in the vacuum state associated with early times, and evaluate the

particle content corresponding to this state in the Fock decomposition at other times.

We will now review some special choices of mode functions that arguably make the

necessary calculations easier, and subsequently discuss two different criteria for associating

Fock spaces with each time t - instantaneous Hamiltonian diagonalization and the adiabatic

vacuum criterion. We will also briefly describe how the results of these sections may be

directly used to numerically evaluate the particle content in different modes.

4.1 Positive and negative frequency modes

4.1.1 The general positive and negative frequency modes

It is convenient to work with modes that behave, in some sense, analogous to the positive

and negative frequency modes e∓iωt in Minkowski spacetime. These modes respectively
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4.1. POSITIVE AND NEGATIVE FREQUENCY MODES

have positive and negative Klein-Gordon norm, which will be an important criterion for the

discussion in this section. Here, we will define this class of modes, and show that they are

orthonormal and complete in the Klein-Gordon sense.

We begin by considering L2(Σ(t)), the space of square integrable complex functions de-

fined on a particular Σ(t), with the usual inner product

〈f(r), g(r)〉Σ(t) =

∫
Σ(t)

d3r
√
−g̃ f(r)g∗(r), (4.1)

for f, g ∈ L2(Σ(t)), which is associated with a positive-definite norm for non-null functions.

Let {χt(k; r), ∀k} be a complete set of orthonormal basis functions in L2(Σ(t)). The orthonor-

mality condition reads

〈χt(k; r), χt(k
′; r)〉Σ(t) = δ(k− k′), (4.2)

while completeness means that the projection operators on each of these basis functions sum

to the identity operator ∫
dk χt(k, r)χt(k, r

′) =
δ(r − r′)√
−g̃(r)

. (4.3)

Here, dk is a suitable integration measure in k-space, with δ(k−k′) being the corresponding

Dirac-δ function, satisfying ∫
dk h(k)δ(k− k′) = h(k′), (4.4)

for any function h(k).

Now, the mode functions for φ̂ satisfy the Klein-Gordon equation(
DµDµ +m2

)
u(k;x) = 0. (4.5)

One of the ways of specifying a solution to such an equation is to specify the values of

the mode function and its derivatives along the normal throughout a particular spacelike

surface. In terms of the basis functions χt(k, r) defined earlier, we now define the modes

u(k;x) = u±t (k;x) via the initial conditions

u±t (k;x(t, r)) = M±(k)χt(k;x),

Dtu
±
t (k;x(t, r)) = −iΩ±t (k)M±(k)χt(k;x)

}
∀r ∈ Σ(t), (4.6)

where Ω±t (k) are arbitrary functions of k, and loosely represent the ’frequencies’ correspond-

ing to these modes at time t. M±(k) is a normalization constant for each of these modes. We
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4.1. POSITIVE AND NEGATIVE FREQUENCY MODES

have replaced the generic single index k that we’ve used to index the modes with the pair

(s,k), where s ∈ {+,−}. We will show that the latter is a complete representation of the

former i.e. that the u±t (k;x) generally form a complete set of basis modes for solutions to the

Klein-Gordon equation.

To show that the modes are complete, we must establish that any solution of Eq. (4.5)

must have a unique expression as a linear combination of these modes. We will see that this

follows from the completeness of the χt(k;x) in L2(Σ(t)). To begin with, consider a general

solution w(x), which is specified by the arbitrary initial conditions:

w(x) = w1(x)

Dtw(x) = w2(x)

}
∀x ∈ Σ(t), (4.7)

where w1, w2 ∈ L2(Σ(t)). We write w(x) as a linear combination of the positive and negative

frequency modes of Σ(t):

w(x) =

∫
dk
(
c+(k)u+

t (k;x) + c−(k)u−t (k;x)
)
, (4.8)

where dk is a suitable integration measure.

The boundary conditions then reduce to relations between elements of L2(Σ(t)),

w1(x) =

∫
dk
(
M+(k)c+(k) +M−(k)c−(k)

)
χt(k;x),

w2(x) = −i
∫

dk
(
Ω+
t (k)M+(k)c+(k) + Ω−t (k)M−(k)c−(k)

)
χt(k;x)

 ∀x ∈ Σ(t). (4.9)

The completeness of the χt(k;x) ensures that unique values are obtained for

(M+(k)c+(k) +M−(k)c−(k)) and
(
Ω+
t (k)M+(k)c+(k) + Ω−t (k)M−(k)c−(k)

)
i.e. c+(k) and

c−(k) for all k, as long as Ω+
t (k) 6= Ω−t (k). Thus, the basis formed by u+

t (k;x) and u−t (k;x) is

complete in the space of solutions of Eq. (4.5) as required.

For the chosen modes to yield a Fock space, they must also be orthonormal in the Klein-

Gordon sense. The orthogonality requirement is:

〈us1t (k;x), us2t (k′;x)〉KG ∝ δs1,s2δ(k− k′), (4.10)
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We have,

〈us1t (k;x), us2t (k′;x)〉KG = −i
∫

Σ(t)

d3r
√
−g̃

(
us1t (k;x) (Dtu

s2
t (k′;x))

∗ − us2∗t (k′;x)Dtu
s1
t (k;x)

)
(4.11)

=
[
|M s1(k)|2Ωs1

t (k) + |M s2(k)|2(Ωs2
t (k))∗

] ∫
Σ(t)

d3r
√
−g̃ χ∗t (k′;x)χt(k;x)

(4.12)

=
[
|M s1(k)|2Ωs1

t (k) + |M s2(k)|2(Ωs2
t (k))∗

]
δ(k− k′). (4.13)

To ensure orthonormality as in Eq. (4.10), we must satisfy the following condition

Ω+
t (k) = −

(
Ω−t (k)

)∗
= Ωt(k) (say). (4.14)

This also means that u+
t (k;x) and u−t (k;x) must have norms differing in sign. We choose the

normalization so that the former has positive norm i.e.

〈us1t (k;x), us2t (k′;x)〉KG = s1δs1,s2δ(k− k′). (4.15)

Imposing this normalization yields the additional conditions:

Re Ωt(k) > 0, (4.16)

|M+(k)|2 = |M−(k)|2 =
1

2 Re Ωt(k)
. (4.17)

Note that Ωt(k) cannot be purely imaginary (which is contained in Eq. (4.16)) as that would

correspond to modes of vanishing norm, preventing us from obtaining a Fock space struc-

ture with such modes.

The most general positive/negative frequency modes are then given by the boundary

conditions
u±t (k;x(t, r)) =

1√
2 Re Ωt(k)

χt(k;x)

Dtu
+
t (k;x(t, r)) =

−iΩt(k)√
2 Re Ωt(k)

χt(k;x)

Dtu
−
t (k;x(t, r)) =

iΩ∗t (k)√
2 Re Ωt(k)

χt(k;x)


∀r ∈ Σ(t). (4.18)

Different choices of Ωt(k) will yield different Fock spaces, even within this class of posi-

tive/negative frequency modes.
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4.1.2 Eigenfunctions of the spatial Klein-Gordon operator

The eigenfunctions of the operator (SµSµ +m2) (which we will call the ’spatial Klein-Gordon

operator’) occurring in the Hamiltonian Eq. (2.44) provide a convenient choice for the χ(k; r),

which we will now discuss. As (SµSµ +m2) is a local operator, its action on any element of

L2(Σ(t)) is simply another element of L2(Σ(t)). We define the operator Kt : L2(Σ(t)) →
L2(Σ(t)) so that

Ktf =
(
SµSµ +m2

)
f, ∀f ∈ L2(Σ(t)). (4.19)

We may now consider the eigenvalues λt(k) and linearly independent eigenfunctions

χt(k; r) of Kt (k is essentially an index to keep track of these eigenvalues and eigenfunctions),

which satisfy the equation

Ktχt(k; r) = λt(k)χt(k; r), ∀r ∈ Σ(t). (4.20)

The eigenvalues λt(k) are real on account of Kt being a Hermitian operator. We will now

show that the eigenvalues are also non-negative. To do this, multiply the above equation by

χ∗t (k; r) and integrate over Σ(t), to get∫
Σ(t)

d3r
√
−g̃ χ∗t (k; r)Ktχt(k; r) = λt(k)

∫
Σ(t)

d3r
√
−g̃|χt(k; r)|2. (4.21)

We express Kt in terms of the derivatives, and integrate by parts (assuming that the

boundary term vanishes), and use the fact that the χt(k, x) are normalized to obtain

λt(k)−m2 = −
∫

Σ(t)

d3r
√
−g̃ gµν(t, r) (Sµχt(k; r))∗ (Sνχt(k; r)) . (4.22)

As the components Sµχt(k; r) are orthogonal to the timelike nµ, they are in a non-positive

(we allow them to vanish) norm subspace of the local tangent space1, and the U(1) internal

space norm (i.e. φ∗φ) is positive definite. Therefore, the right hand side is the negative of an

integral over non-positive values, making it non-negative, which implies

λt(k)−m2 ≥ 0. (4.23)

1We note that the pseudo-Riemannian metrics we are working with correspond to indefinite inner products
on tangent spaces.
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This is a stronger condition than λt(k) ≥ 0 (we are assuming that m2 is non-negative), so in

any case, there exists a unique ωt(k) ∈ R≥0 (i.e. non-negative) such that

λt(k) = (ωt(k))2. (4.24)

The eigenvalue equation Eq. (4.20) now reads:

Ktχt(k; r) = ω2
t (k)χt(k; r). (4.25)

It will also be useful to express the Klein-Gordon equation in terms of the spatial Klein-

Gordon operator. In general, we have(
D2
t + (nµDtn

µ + Sµn
µ)Dt + nµDtSµ + Kt

)
φ = 0. (4.26)

This is a rather complicated equation. However, if the unit normals to the surfaces lie along

geodesics (equivalently, we choose a single Cauchy surface and generate geodesics from its

unit normal field, and the other surfaces are determined as those orthogonal to the resulting

geodesics), then Dtn
µ = 0, and this reduces to the much simpler form(

D2
t + (Dµn

µ)Dt + Kt

)
φ = 0, (4.27)

in which all spatial derivatives of φ are contained in Kt. We will see that choosing such

surfaces is always possible in the examples we will be concerned with.

4.1.3 Spatial Klein-Gordon eigenfunctions and gauge invariance

The eigenfunctions of the spatial Klein-Gordon operator may be used for the boundary con-

ditions Eq. (4.18), with the additional restriction that the frequency is a function of only the

eigenvalues, Ωt(k) = Ω(ωt(k)), so that they now read

u±t (k;x(t, r)) =
1√

2 Re Ω(ωt(k))
χt(k; r), (4.28)

Dtu
+
t (k;x(t, r)) =

−iΩ(ωt(k))√
2 Re Ω(ωt(k))

χt(k; r), (4.29)

Dtu
−
t (k;x(t, r)) =

iΩ∗(ωt(k))√
2 Re Ω(ωt(k))

χt(k; r). (4.30)
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We will now consider the behaviour of such modes under local U(1) gauge transformations,

φ(x)→ e−iΛ(x)φ(x), (4.31)

Dµφ(x)→ e−iΛ(x)Dµφ(x), (4.32)

for any φ(x) in the internal space, including the modes u(k;x).

The way we have defined the particle modes above is gauge independent. This follows

from the fact that the Klein-Gordon equation Eq. (4.5), the spatial eigenfunction equation

Eq. (4.20), and the boundary conditions Eq. (4.6) are all gauge covariant (i.e. the equations

have the same form in any gauge) as the eigenvalues ω2
t (k) are gauge invariant.

In essence, under a gauge transformation by e−iΛ(x), the instantaneous positive and neg-

ative frequency modes transform only as vectors in the internal space

u±t (k;x)→ e−iΛ(x)u±t (k;x). (4.33)

The creation/annihilation (chosen as convenient) operators are given by:

ât(k) = 〈φ̂(x), u+
t (k;x)〉KG, (4.34)

b̂†t(k) = 〈φ̂(x), u−t (k;x)〉KG, (4.35)

Therefore, under a gauge transformation, due to the gauge invariance of the Klein-Gordon

inner product,

ât(k)→ 〈φ̂(x)e−iΛ(x), u+
t (k;x)e−iΛ(x)〉KG = 〈φ̂(x), u+

t (k;x)〉KG = ât(k), (4.36)

b̂†t(k)→ 〈φ̂(x)e−iΛ(x), u−t (k;x)e−iΛ(x)〉KG = 〈φ̂(x), u−t (k;x)〉KG = b̂†t(k), (4.37)

i.e. the operators ât(k), b̂†t(k) are gauge invariant, and the notion of instantaneous particles

we are working with is therefore also gauge invariant (essentially because we forced the

modes to transform appropriately under gauge transformations).

This fact will be relevant when considering specific examples for particle creation in an

electromagnetic background, where as a consequence of this gauge invariance we may freely

choose whatever gauge is convenient for the problem at hand.

4.1.4 Separable mode functions and the temporal gauge condition

In many physical problems of interest, it turns out (with a suitable choice of the Σ(t) and the

coordinates r) that χt(k, r) = χt′(k, r) ∀ t, t′ (again, with a suitable choice of k over different
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times t). In that case, the mode functions can be separated into a purely time(t)-dependent

factor and the time-independent spatial eigenfunctions:

u±(k; t, r) = f±(k; t)χ(k; r). (4.38)

The Klein-Gordon equation Eq. (4.27) then reduces to an ordinary differential equation for

the time evolution of f±(k; t), of the form:(
D2
t + (Dµn

µ)Dt + ω2
t (k)

)
f±(k; t) = 0, (4.39)

where (Dµn
µ) must now be a purely time dependent scalar, and Dt must also be purely

time-dependent operator. Thus, this will work only if it is possible to choose some {Σ(t)} in

which the metric and gauge potential are homogeneous. We note that the eigenvalues ωt(k)

corresponding to the spatial eigenfunctions may still be time-dependent.

The initial conditions for positive and negative frequency modes Eq. (4.18) correspond-

ing to the time t0 are now

f±t0 (k; t0) =
1√

2 Re Ωt0(k)
(4.40)

Dtf
+
t0

(k; t0) =
−iΩt0(k)√
2 Re Ωt0(k)

, (4.41)

Dtf
−
t0

(k; t0) =
iΩ∗t0(k)√

2 Re Ωt0(k)
, (4.42)

with frequencies Ωt0(k). Irrespective of the particular initial conditions, it is straightforward

to evaluate the Bogolubov coefficients for such separated modes. Between two times t2 and

t1, we have

Bt2,t1((s2,k), (s1,k
′)) = s1〈f s2t2 (k; t)χ(k; r), f s1t1 (k; t)χ(k; r)〉KG, (4.43)

= −is1

[
f s2t2 (k; t)(Dtf

s1
t1 (k; t))∗ − (f s1t1 (k; t))∗Dtf

s2
t2 (k, t)

]
δ(k− k′).

(4.44)

Thus, separable modes corresponding to different spatial eigenfunctions do not ’mix’ under

Bogolubov transformations.

Yet another simplification may be achieved if we enforce (an adaptation of) the so-called

temporal gauge condition (see e.g. Ref. [9]), nµAµ = 0. In that case, Dt has purely real

components, and the real and imaginary parts of each f±(k; t) do not mix in Eq. (4.39).
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4.1. POSITIVE AND NEGATIVE FREQUENCY MODES

Consequentially, the functions f+
t0 (k, t) and f−t0 (k, t) are complex conjugates of each other

given the initial conditions Eq. (4.40) (which for (+,k) and (−,k) are also related by complex

conjugation).

For each k, this results in only two independent Bogolubov coefficients, namely

Bt2,t1((+,k), (+,k′)) = B∗t2,t1((−,k), (−,k′)) = αk(t2, t1) δ(k− k′), (4.45)

Bt2,t1((+,k
′), (−,k)) = B∗t2,t1((−,k), (+,k′)) = βk(t2, t1) δ(k− k′), (4.46)

where the α- and β- coefficients are given by

αk(t2, t1) = −i
[
f+
t2

(k; t)(Dtf
+
t1

(k; t))∗ − (f+
t1

(k; t))∗Dtf
+
t2

(k, t)
]
, (4.47)

βk(t2, t1) = i
[
f+
t2

(k; t)(Dtf
−
t1

(k; t))∗ − (f−t1 (k; t))∗Dtf
+
t2

(k, t)
]
. (4.48)

This can of course be further simplified by replacing the complex conjugates with the con-

jugate functions. The condition Eq. (3.43) becomes

|αk(t2, t1)|2 − |βk(t2, t1)|2 = 1. (4.49)

The t2 particle/antiparticle number (k-density) in the t1 vacuum is now

〈0; t1|N̂±t2 (k)|0; t1〉 = |βk(t2, t1)|2δ(k− k). (4.50)

This will be the main quantity of interest in many of the examples to be considered. As

the Bogolubov coefficients depend multilinearly on the mode functions (via the KG inner

product), we may, if we wish, scale the mode functions so that they are no longer normalized

(but for each Fock decomposition maintain their relative normalization), leading to scaled

coefficients α̃k(t2, t1) and β̃k(t2, t1) and compensate for this scaling in Eq. (4.50) by dividing

by |α̃k(t2, t1)|2−|β̃k(t2, t1)|2 (which reduces to unity for properly normalized mode functions)

i.e. by using

|βk(t2, t1)|2 =
|β̃k(t2, t1)|2

|α̃k(t2, t1)|2 − |β̃k(t2, t1)|2
. (4.51)

Alternatively, we can normalize the mode functions corresponding to t by scaling them so

that |αk(t, t)| = 1

There is also an intuitive picture that these assumptions allow us to achieve. The expec-

tation value in Eq. (4.50) has a δ(k − k) uniformly for all k rather than a delta function at a
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finite number of points, making not only the k-space particle/antiparticle number density

infinite, but the overall particle content at t2 as well. This infinite may be attributed to the

infinite extent of the spatial slices Σ(t). Intuitively, we would like a measure of particle num-

ber per unit spatial volume, so that the trivial infinity due to spatial extent can be ignored.

As we will see below, there is a natural (though rather heuristic) way of doing this with

separable modes.

If we evaluate the expectation value in the t1-vacuum of the total particle/antiparticle

number at t2,

〈0; t1|N̂±t2 |0; t1〉 =

∫
dk |βk(t2, t1)|2

=

∫
Σ(t2)

d3r
√
−g̃
∫

dk |βk(t2, t1)|2|χ(k; r)|2, (4.52)

where in the second line, we have used the orthonormality of the χ(k; r) in L2(Σ(t2)). This

suggests that we may associate a spatial density of particles or antiparticles with each point

(t2, r) on Σ(t2), given by

n±(t2, r) =

∫
dk |βk(t2, t1)|2|χ(k; r)|2. (4.53)

We may also say that |βk(t2, t1)|2|χ(k; r)|2 is the particle/antiparticle density per unit volume

of Σ(t2) and per unit volume of k-space (also see e.g. Ref. [14]).

It is unclear if this interpretation can be given a general meaning by directly consider-

ing localized field operators, and seems to be of a similar nature to the Wigner function

(see e.g. Refs. [15, 16] and the corresponding references therein) defined in phase space in

standard quantum mechanics, rather than a quantity that emerges more ’naturally’ from the

theory. However, we will be content to make use of this interpretation where relevant - in

particular, this is the interpretation we will have in mind when preferentially concerning

ourselves with |βk(t2, t1)|2 as opposed to the actual expectation value of the N̂±(k) in later

examples.

Finally, we remark that though the assumptions made to get to this point appear (and

are) highly restrictive, many problems of interest are compatible with these assumptions

and we will extensively use these results in the discussion of specific examples.
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4.2 Choosing a vacuum

Now, we will attempt to assign a specific Fock basis to each of the surfaces Σ(t) (introduced

with the Hamiltonian framework), that we will sometimes call the instantaneous Fock basis.

This would give us a definition of particles at each instant of time t, though by no means

a unique or even natural one, as it is at the least dependent on the choice of surfaces Σ(t),

for which there are typically no natural candidates in the most general curved spacetimes.

There are multiple ways to do this, and we will discuss two of the popular ones (to which

some ’physical meaning’ may be attached, to some extent).

4.2.1 Instantaneous Hamiltonian diagonalization

The first way of assigning an instantaneous Fock basis (and arguably one of the more ob-

vious ones) is called the method of ’Instantaneous Hamiltonian Diagonalization’ (discussed

in e.g. Refs. [2, 5, 6]). While this may be done in a number of ways, we will proceed by

constructing a set of mode functions associated with each t, and then show that the Hamil-

tonian (as obtained from the stress-energy tensor) is diagonal in the corresponding Fock

space representation.

Now, we will define the positive/negative frequency modes for this method using the

eigenvalues and eigenfunctions of Kt. As we will show, to diagonalize the Hamiltonian,

we need to choose Ωt(k) = ωt(k), so that these modes are now defined by the boundary

conditions
u±t (k;x(t, r)) =

1√
2ωt(k)

χt(k;x)

Dtu
±
t (k;x(t, r)) = ∓i

√
ωt(k)

2
χt(k;x)

 ∀r ∈ Σ(t). (4.54)

The scalar field operator can be expanded in terms of these instantaneous positive and neg-

ative frequency modes on some Σ(t),

φ̂(x) =

∫
dk
(
ât(k)u+

t (k;x) + b̂†t(k)u−t (k;x)
)
. (4.55)

The (Hermitian-ized) stress-energy tensor is:

T̂µν(x) = Dµφ̂
†(x)Dνφ̂(x) + Dνφ̂

†(x)Dµφ̂(x)− gµν
(

Dρφ̂†(x)Dρφ̂(x)−m2φ̂†(x)φ̂(x)
)
. (4.56)
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The Hamiltonian at t is therefore given by the operator version of Eq. (2.44), i.e.

Ĥ(t) =

∫
Σ(t)

d3r
√
−g̃

[
Dtφ̂

†Dtφ̂+ φ̂†
(
SρSρ +m2

)
φ̂
]
. (4.57)

In this, we may substitute the expansion Eq. (4.55) and use the boundary conditions for the

modes, then use the eigenvalue equation Eq. (4.25) to get:

Ĥ(t) =

∫
dk

∫
dk′

∫
Σ(t)

d3r
√
−g̃ χ∗t (k;x)χt(k

′;x)

[(
â†t(k)ât(k

′) + b̂t(k)b̂†t(k
′)
)
ωt(k

′) (ωt(k) + ωt(k
′))

+
(
â†t(k)b̂†t(k

′) + b̂t(k)ât(k
′)
)
ωt(k

′) (−ωt(k) + ωt(k
′))

]. (4.58)

The integral over Σ(t) gives δ(k − k′)/2ωt(k), and k′ can then be integrated over to get the

expression:

Ĥ(t) =

∫
dk
(
â†t(k)ât(k) + b̂t(k)b̂†t(k)

)
ωt(k). (4.59)

In terms of the instantaneous particle and antiparticle number operators N̂+
t (k) = â†t(k)ât(k)

and N̂−t (k) = b̂†t(k)b̂t(k),

Ĥ(t) =

∫
dk
(
N̂+
t (k) + N̂−t (k) + δ(k− k)

)
ωt(k). (4.60)

The Hamiltonian is therefore diagonal in the Fock space decomposition corresponding to

N̂+
t (k) as defined here; this expression is also reminiscent of the classical understanding of

particles like photons as ’quanta of energy’.

4.2.2 The adiabatic vacuum for separable modes

While Hamiltonian diagonalization certainly appears reasonable, it is sometimes known

to give an infinite density of particles even for slowly varying backgrounds, in some

anisotropic metrics (see, for instance, the discussion in Ref. [2]). In such cases, it is argued

that Hamiltonian diagonalization does not really furnish a useful definition of particle num-

ber, and one might try to define particles another way that gives finite answers that one can

use to understand the system under consideration better.

The main candidate is called the adiabatic particle number, associated with an adiabatic

vacuum (see e.g. Refs. [5, 6] and references therein). The starting point is to define the
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so-called adiabatically evolved modes, or (necessarily) approximate solutions to the Klein-

Gordon equation assuming that the background changes slowly in time (as given by t). For

separable modes Eq. (4.38) (with the spatial part being Klein-Gordon spatial eigenfunctions),

the levels of approximation are usually treated systematically using the WKB method.

We will now quickly review this method (largely following the presentation in Ref. [17]).

The time-dependent factor f(t) in the mode functions satisfies Eq. (4.39)(
D2
t + (Dµn

µ)Dt + ω2
t (k)

)
f±(k; t) = 0. (4.61)

It is convenient to transform this equation to the following form2 by writing f±(k; t) =

p(t)f̃±(k; t) for some suitable p(t):(
d2
t + ω̃2

t (k)
)
f̃±(k; t) = 0, (4.62)

where dt = d/dt, so that the first derivative term disappears and the usual WKB method (as

in Ref. [17]) for an oscillator with a time-dependent frequency is readily applied. It is useful

to note that Dt = ntdt in a temporal gauge, showing a relative scaling factor equal to the

’time’ component nt of the normal vector between these two forms. Additionally, as p(t) = 1

for Minkowski spacetime, and (nt)ω̃t(k) = ωt(k)

Now, we are especially interested in the case where ω̃t(k) varies slowly as a function

of the time t. For bookkeeping purposes, we replace the time derivatives dt by εdt (and

consequently time differentials dt by dt/ε; equivalently, we scale t → t/ε), where powers of

ε � 1 will be used to keep track of how ’slowly’ something is varying. Of course, after we

have made all the arguments we need to using orders of ε, we will formally set ε = 1. The

above differential equation then becomes(
ε2d2

t + ω̃2
t (k)

)
f̃±(k; t) = 0. (4.63)

If we had dtω̃t(k) = 0 i.e. ω̃t(k) = ω̃0(k), then the positive frequency solution is (up to a

constant phase factor):

f̃+
0 (k; t) =

1√
2ω̃0(k)

e−iω̃0(k)t/ε =
1√

2ω̃0(k)
e−

i
ε

t∫
dt ω̃0(k). (4.64)

2We may always find a transformation that does this for any (well-behaved) second order linear differential
equation. See e.g. Exercise 9.6.11 in Ref. [18].
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where the lower limit of the integral is irrelevant and can be absorbed into the overall phase

of this solution. Inspired by this form, one tries what is known as the WKB ansatz

f̃+
n (k; t) =

1√
2Wn(k; t)

exp

− i
ε

t∫
−∞

dt′ Wn(k; t′)

 . (4.65)

The n ∈ N0 is to keep track of the order of approximation, such that Wn(k; t) = O(εn). Sub-

stituting this ansatz in the differential equation for the mode functions gives the following

relation for Wn(k; t):

W 2
n(k; t) + ε2

(
d2
tWn(k; t)

2Wn(k; t)
− 3

4

(
dtWn(k; t)

Wn(k; t)

)2
)

= ω̃2
t (k). (4.66)

Starting with W0(k; t) = ω̃t(k), this can be used to recursively obtain Wn(k; t) for n ∈ N, and

each recursion gives a term O(ε2) higher. Thus, we have W2n+1(k; t) = 0∀n ∈ N0, and

W2n+2(k; t) =

√√√√ω̃2
t (k)− ε2

(
d2
tWn(k; t)

2Wn(k; t)
− 3

4

(
dtWn(k; t)

Wn(k; t)

)2
)∣∣∣∣∣∣

O(ε2n+2)

. (4.67)

It is worth noting that the WKB approximation does not converge to actual solutions

beyond a certain order (see e.g. Ref. [17]) and we must not exceed this order to obtain a

reasonable description of the solutions.

The time derivative of f̃+
n (k, t) is of interest; we find that

εdtf̃
+
n (k, t) = −i

(
Wn(k; t)− iεdtWn(k; t)

2Wn(k; t)

)
f̃+
n (k, t). (4.68)

Therefore, the normal time derivative of the corresponding original mode function

f+(k; t) = p(t)f̃+(k; t) is, using Dt = ntdt,

εDtf
+
n (k, t) = −int

(
Wn(k; t)− iεdtWn(k; t)

2Wn(k; t)
− iεdtp(t)

p(t)

)
f+
n (k, t). (4.69)

We define the modes corresponding to the n-th order adiabatic vacuum at a time t by requir-

ing them to have a frequency identical to the instantaneous frequency of the (at least n-th

order) WKB approximation to O(εn) (see e.g. Ref. [6]) i.e.

Ω
(n)
t (k) = nt

(
Wn(k; t)− iεdtWn(k; t)

2Wn(k; t)
− iεdtp(t)

p(t)

)
O(εn)

. (4.70)
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We trivially have

Ω
(0)
t (k) = nt

(
ω̃t(k) + iε

dtp(t).

p(t)

)
(4.71)

We note that for large eigenvalues ω2
t (k) of the mode of interest (compared to Dµn

µ), we

may essentially neglect contributions to Ω
(0)
t (k) from p(t) and its time derivatives and obtain

Ω
(0)
t (k) ≈ ωt(k), (4.72)

which shows that the zeroth order adiabatic vacuum prescription virtually agrees with

Hamiltonian diagonalization for these modes, and the difference is appreciable only for low-

eigenvalue modes (which tend to have a low rate of spatial variation, which is detectable

only at the largest scales). Typically, this would mean that the two prescriptions (at zeroth

order) are indistinguishable at length scales or inverse mass scales3 much smaller than the

length scale of the curvature of spacetime. Of course, there is an exact equality in Minkowski

spacetime as p(t) = 1.

It is also straightforward to write down Ω
(1)
t (k), whereas the higher order terms have

increasingly complicated expressions in terms of ω̃t(k). The only contribution to this order

is from the O(ε0) term in Wn(k; t), i.e. W0(k; t) = ω̃t(k), so we get

Ω
(1)
t (k) = nt

(
ω̃t(k)− iεdtω̃t(k)

2ω̃t(k)
− iεdtp(t)

p(t)

)
. (4.73)

The adiabatic vacuum is especially important when considering expectation values of lo-

cal field operators, where one subtracts the expectation value of the operator in the adiabatic

vacuum for that time to regularize divergences in what is called the method of adiabatic reg-

ularization (as discussed in, for instance, Ref. [5]). A more comprehensive comparison of the

Hamiltonian diagonalization and adiabatic prescriptions, which argues strongly in favour

of the latter, is presented in Ref. [2].

4.3 Numerical evaluation of particle production

We will assume that the simplifying assumptions discussed in Sec. 4.1.4 hold, and will be

concerned with the numerical evaluation of |βk(t2, t1)|2 . This is readily done by numeri-

cally solving the differential equation Eq. (4.39) with the appropriate initial conditions cor-

responding to the desired choice of vacuum states. We will consider both the Hamiltonian
3We recall that ωt(k) ≥ m, see Eq. (3.39).
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diagonalizing and adiabatic vacuum prescriptions. The Bogolubov coefficients can then be

obtained using Eqs. (4.47) and (4.48), normalizing the functions corresponding to time t by

dividing them by
√
|αk(t, t)| (the phase being irrelevant).

The plots corresponding to various examples in subsequent chapters have been obtained

by implementing the above outline in Mathematica4.

4Software citation: Ref. [19].
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Chapter 5

The Schwinger effect in flat spacetime

We will begin with the Schwinger effect in Minkowski spacetime (which exhibits transla-

tion invariance, in addition to rotational and Lorentz boost symmetries), with the standard

Minkowski metric ds2 = dt2 − dx2 in ’inertial coordinates’ (t,x). The most straightforward

problems involve spatially homogeneous electric fields (we are obviously choosing a partic-

ular frame of reference in which this holds). In particular, the case of the constant electric

field and a Sauter (E ∼ sech2(at)) pulsed field are known to have exact solutions, and we

will discuss both of them. We will also briefly discuss the effect of a pure magnetic field

background.

Throughout this chapter, the surfaces Σ(t) will be chosen as surfaces of constant inertial

time t (so the two ts virtually refer to the same thing here), with the coordinates r corre-

sponding to the inertial spatial coordinates x. The normal vectors then correspond to the

direction of inertial time, nµ = δµt . Thus, the adiabatic vacuum prescription may be applied

directly without transforming the equation of motion, as discussed in Sec. 4.2.2.

5.1 A constant electric field

The simplest (and classic) example of the Schwinger effect corresponds to a constant elec-

tric field background E = (E, 0, 0) (say, after a suitable global 3-rotation) with a vanishing

magnetic field B = 0 (see e.g. Refs. [20, 21]). We have specified the precise components of

the electric field for definiteness - general results may be readily recovered from rotation

invariance.
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5.1. A CONSTANT ELECTRIC FIELD

5.1.1 Exact solution in a temporal gauge

We may choose any among a family of potentials (related by gauge transformations) that

lead to the above field strength, in attempting a concrete solution to the problem. But as

we have seen in Sec. 4.1.4, imposing the temporal gauge condition nµAµ = 0 may lead to a

considerable simplification of the Bogolubov coefficients.

We then choose (the covariant components of) our potential to be, in the inertial coordi-

nates, Aµ = (0, Et, 0, 0). The Klein-Gordon operator for a massive scalar field for this choice

of gauge is then

(
DµDµ +m2

)
=

(
∂2

∂t2
−
(
∂

∂x
− iqEt

)2

− ∂2

∂y2
− ∂2

∂z2
+m2

)
. (5.1)

The eigenfunctions of the spatial Klein-Gordon operator,

Kt =

(
−
(
∂

∂x
− iqEt

)2

− ∂2

∂y2
− ∂2

∂z2
+m2

)
, (5.2)

turn out to be the standard (static) wave exponentials (normalized with integration measure

d3k),

χ(k;x) =
1

(2π)
3
2

eik·x, ∀ k ∈ R3, (5.3)

with time-dependent eigenvalues,

ω2
t (k) = (kx − qEt)2 + k2

y + k2
z +m2. (5.4)

The positive and negative frequency modes for a time t0 may therefore be written in a prod-

uct form

u±t0(k; (t,x)) = f±t0 (k; t)χ(k;x). (5.5)

The combination of the facts that the temporal gauge condition is satisfied and the pos-

itive/negative frequency mode functions are separable allow us to take advantage of the

simplifications derived in Sec. 4.1.4.

To begin with, the functions f±t0 (k; t) are solutions (in place of the more generic f(t)) of

the following differential equation derived from Eq. (4.39),

d2f

dt2
+
[
(kx − qEt)2 + k2

y + k2
z +m2

]
f = 0. (5.6)
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Being a second order differential equation, this has two linearly independent solutions. It is

conventional to define the two dimensionless quantities (as done in e.g. Ref. [20, 21]):

τ =
√
|qE|

(
t− kx

qE

)
, (5.7)

λ =
k2
y + k2

z +m2

|qE|
, (5.8)

which gives
d2f

dτ 2
+ (τ 2 + λ)f = 0. (5.9)

Instead of considering just two independent solutions, it will be convenient to consider

four different standard solutions, given by the Whittaker forms of the parabolic cylinder

functions (see e.g. 9.255(2) of Ref. [7], and Ref. [20])

(Dp((1 + i)τ), Dp∗((1− i)τ)); (Dp(−(1 + i)τ), Dp∗(−(1− i)τ)), (5.10)

where p = −1+iλ
2

. The functions Dp(z) are entire functions in both z and p, and this will

be used implicitly in subsequent arguments (see e.g. 14.2 of Ref. [22]). We have written

these solutions out in pairs - as τ is real valued, each pair of solutions is a pair of complex

conjugates.

Of particular interest is the asymptotic forms of these functions for large |τ |. In general,

we have (see e.g. 9.246 (1) of Ref. [7])

Dp(z) ∼ zpe−
z2

4 , for |z| → ∞, |argz| < 3π

4
. (5.11)

The restriction on the phase of z allows us to use this asymptotic form only for τ → +∞ for

Dp((1 + i)τ), and for τ → −∞ for Dp(−(1 + i)τ).

Dp((1 + i)τ) ∼ ((1 + i)τ)−
1+iλ

2 e−
i
2
τ2 , τ →∞, (5.12)

Dp(−(1 + i)τ) ∼ (−(1 + i)τ)−
1+iλ

2 e−
i
2
τ2 , τ → −∞. (5.13)

It is also of interest to consider the asymptotic behaviour of the eigenvalues of the spatial

Klein-Gordon operator,

ωt(k) =
√
|qE|
√
τ 2 + λ→ |τ |, for τ → ±∞. (5.14)
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This means that (since dτ =
√
qEdt),

dDp((1 + i)τ)

dt
∼ −iωt(k)Dp((1 + i)τ), for τ →∞, (5.15)

dDp(−(1 + i)τ)

dt
∼ iωt(k)Dp(−(1 + i)τ), for τ → −∞, (5.16)

where we have retained only the leading order contribution in τ (which is due to the expo-

nential phase factor e−
i
2
τ2).

As 1
ωt(k)

dωt(k)
dt
� ωt(k) for |τ | → ∞, we see that Dp((1 + i)τ) is the appropriate positive

frequency mode for τ → ∞ and Dp(−(1 + i)τ) is the negative frequency mode for τ → −∞
according to both the Hamiltonian diagonalization and adiabatic particle number criteria for

choosing a vacuum. Correspondingly, their respective complex conjugates give appropriate

modes in these limits with the opposite sign of frequency. For a particular k, τ → ∞ also

corresponds respectively to t → ∞, and these modes correspond to suitable Fock spaces at

asymptotically early and late times. We will soon also consider the situation at intermediate

times.

The (asymptotic) Bogolubov coefficients αk(∞,−∞) and βk(∞,−∞) may be read off

(up to the same undetermined factor multiplying each of them) directly from the following

relation (see e.g. 9.248(1) of Ref. [7])

Dp(z) = eiπpDp(−z) +

√
2π

Γ(−p)
eiπ(p+1)/2D−p−1(−iz). (5.17)

Substituting z = −(1 + i)τ , noting that for our −1 − p = −(1 − iλ)/2 = p∗ and re-arranging

the terms a bit, we get a relation expressing the late time positive frequency mode as a linear

combination of the early time modes,

Dp((1 + i)τ) = −
√

2π

Γ(−p)
eiπ(1−p)/2Dp∗(−(1− i)τ) + e−iπpDp(−(1 + i)τ). (5.18)

Thus,

αk(∞,−∞) = −c
√

2π

Γ(−p)
eiπ(1−p)/2 = c

√
2π

Γ
(

1+iλ
2

)e−πλ/4, (5.19)

βk(∞,−∞) = ce−iπp = ice−πλ/2, (5.20)

where c is the undetermined constant referred to.

Using |Γ
(

1
2

+ ix
)
|2 = π

coshπx
(see e.g. 5.4.3 in Ref. [22]),

|αk(∞,−∞)|2 = |c|2
(
1 + e−πλ

)
and |βk(∞,−∞)|2 = |c|2e−πλ (5.21)
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Clearly, the condition |αk(∞,−∞)|2 − |βk(∞,−∞)|2 implies that |c| = 1. Each of the modes

for a specific k (at most) differ from their correct normalization by a factor of the same mag-

nitude, leading to correctly normalized Bogolubov coefficients. The particle/antiparticle

density in k in the asymptotic future, for the vacuum state of the asymptotic past, is then

〈0,−∞|N̂±+∞(k)|0,−∞〉 = |βk(∞,−∞)|2δ(k− k)

= e−πλδ(k− k)

= exp

(
−π

k2
y + k2

z +m2

|qE|

)
δ(k− k). (5.22)

5.1.2 An approximate picture of the pair creation process

We have obtained in Sec. 5.1.1 an (asymptotically) exact solution for the number of particles

(in principle) generated from a vacuum at the infinite past till the infinite future by a constant

electric field. However, the same solutions also provide some insight about the process at

intermediate times, which we will now discuss.

In Minkowski spacetime, we can define a meaningful global 4-momentum for the field,

P̂ µ(t) =

∫
t

d3x T̂ µt. (5.23)

The µ = t component is just the Hamiltonian, the expression for which depends on our crite-

rion for defining the modes at each time. In any case, it turns out that the spatial components

depend on the particle number (for plane wave modes) without explicitly depending on the

choice of instantaneous vacua. Expanding the field in terms of the plane wave modes ap-

propriate for each t, u±t (k; (t,x)) = f±t (k; t)(2π)−3/2eik·x, and normal-ordering with respect

to the chosen vacuum at t, we get, for the spatial components

: P i :t (t) =

∫
dk (ki − qAi(t))

(
N̂+
t (k)− N̂−t (k)

)
. (5.24)

Our main takeaway from this expression is that each particle corresponding to a mode

k contributes pi(k) = ki − qAi, and each antiparticle corresponding to k has the opposite

momentum −pi(k).

Returning to the parabolic cylinder functionsDp((1+i)τ),Dp(−(1+i)τ) and their complex

conjugates, we will consider the problem of treating the asymptotic forms Eqs. (5.12) and
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(5.13) as approximations of the functions themselves. Let us just assume that we have a

quantitative sense of what constitutes a good approximation, in which case we know that

the asymptotic forms will be reasonable approximations in some interval τ ∈ R− (τ−∆ , τ
+
∆) :

τ−∆ < 0 < τ+
∆) i.e. except in some neighbourhood ∆ = (τ−∆ , τ

+
∆) of τ = 0 (the size of this

neighbourhood depends on our tolerance for the approximation). In that case, for each k,

the functionsDp((1+i)τ), Dp∗((1−i)τ) are (as good as) the appropriate positive and negative

frequency modes for τ < τ−∆ , and the functions Dp∗(−(1 − i)τ), Dp(−(1 + i)τ) are (as good

as) the appropriate positive and negative frequency modes for τ > τ+
∆ .

In what follows, it is useful to remember that τ depends linearly on the time t, and while

we will discuss evolution in τ for mathematical convenience, it can be readily translated (as

we soon will) to evolution in t.

For notational brevity, we use n(k) = |βk(+∞,−∞)|2, corresponding to k in the infi-

nite future given a vacuum state in the infinite past. Due to the separability of the mode

functions, there is no ’mixing’ between instantaneous Fock basis elements in the state space

for different ks. The approximation discussed above then paints the following picture: the k

subspace is in the instantaneous vacuum state until τ = τ−∆ , pair creation occurs in the neigh-

bourhood ∆ of τ = 0, and for τ > τ+
∆ has evolved into a fixed superposition of the vacuum

and other elements of the instantaneous Fock basis in the k subspace, with average particle

and antiparticle number n(k) - essentially a superposition of states with various numbers of

created particle/antiparticle pairs (of course, in the Heisenberg picture, the state itself does

not change with time (via τ ), just its components in the instantaneous Fock basis).

Now, we may translate this picture to the time t rather than the dimensionless parameter

τ . The main result of this translation is that particle creation in the k subspace occurs around

t = tc(k) = kx/(qE), within an interval of time |∆t| = |qE|−
1
2 |∆| (|∆| could itself be a function

of qE). If we are interested in large enough time scales compared to ∆t, we may treat the

particle creation as if it happens almost instantaneously around t = tc(k).

The components of the momentum of k-particles at time t is given by

p+(k) = (kx − qAx(t), ky, kz)

= (−qE(t− tc(k)), ky, kz). (5.25)

This can be interpreted as these particles experiencing an acceleration of −qE/m, corre-

sponding to the classical motion of a particle in a uniform electric field. The momentum of
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the antiparticle is of course oppositely directed. The components (kx, ky, kz) of k therefore

mean different things: while ky and kz do correspond to the momentum components of the

particle in their respective directions, kx measures the time at which particle/antiparticle

pairs will be created for k. As we can observe only gauge invariant quantities, what an ob-

server might see on average is a uniform rate of generation of particle/antiparticle pairs at

rest in the x-direction, which are subsequently accelerated according to the classical law of

motion.

While this is a fairly intuitive picture, like most quantum mechanical effects it has its non-

intuitive aspects. While the pairs are typically at rest in the x direction when they are created,

they may have nonzero ky,kz. However, as n(k) = exp
(
−π k

2
y+k2z+m2

|qE|

)
, nonzero ’transverse’

momenta are suppressed, occurring in a Gaussian distribution centered at ky = kz = 0, with

width ∼
√
|qE|. There is also already some particle creation (in the sense of a superposition

of instantaneous vacuum and non-vacuum states) much before tc(k) and much after, as the

asymptotic forms are only approximations after all - these particles, though detected only

with low probability, have nonzero initial momenta along the x-direction as well.

5.1.3 Particle content at intermediate times

Now, we will discuss some plots obtained by numerically evaluating |βk(t2, t1)|2 for interme-

diate times (i.e. within ∆), with vacua chosen from the zeroth order adiabatic/Hamiltonian

diagonalizing vacuum (see also Ref. [15]) to the third order adiabatic vacuum, cf. Fig. 5.1.

We see that while there are oscillations in the average particle number density with the

Hamiltonian diagonalizing Fock space, these oscillations are highly suppressed in the higher

order adiabatic Fock spaces, almost fitting an intuitive picture one might have of the particle

number monotonically rising to its asymptotic late time value.

On the other hand, we see the growth of a peak near τ = 0 with successive orders of the

adiabatic definition. We may speculate that this is probably due to the appropriate adiabatic

condition (i.e. slow variation of the frequency) not holding near τ = 0 for some higher

derivatives of ωt(k), or the WKB approximation no longer converging in this region. As the

variation is required to be ’slow’ in comparison with the value of ωt(k), we may compare

the particle content with a mode that has a higher eigenvalue for the spatial Klein-Gordon

operator. One such (rather qualitative) comparison, Fig. 5.2, shows that the peak is not as
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(c) Adiabatic, second order
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(d) Adiabatic, third order

Figure 5.1: Particle content at intermediate times for modes with kx = 0, k2
y + k2

z + m2 = 1,
and qE = 1 for the constant background electric field, all in arbitrary units. The filled curve
(blue) is the curve of interest, while the horizontal line shows the asymptotic late time value
of |βk(t2, t1)|2 for the corresponding mode.
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Figure 5.2: Comparison of particle content in intermediate times with third order adiabatic
Fock spaces in two different modes, with kx = 0 and qE = 1

prominent in the mode with a larger eigenvalue.

5.2 The Sauter pulsed electric field

5.2.1 Solutions and asymptotic particle content

A spatially homogeneous Sauter pulse (with a suitable choice of coordinates) is an elec-

tric field with a sech2 time dependence i.e. of the form E = (E sech2(t/τ), 0, 0), with τ here

being a constant that represents a measure of the width of the pulse in time (see, for in-

stance, Ref. [23] and the relevant references therein). We choose a potential that satisfies the

temporal gauge condition: A = (0, Eτ tanh(t/τ), 0, 0). Then, the eigenvalues of the spatial

Klein-Gordon equation are ω2
t (k) =

[
(kx − qEτ tanh(t/τ))2 + k2

y + k2
z +m2

]
. We note that as

t→ ±∞, these eigenvalues approach a constant value (following the behaviour of tanh(t/τ))

and both the Hamiltonian diagonalization and adiabatic vacuum prescriptions for choosing

a Fock basis agree in these limits.

Once again, we may choose plane waves χ(k;x) = (2π)−
3
2 eik·x, and the differential equa-

tion Eq. (4.39) resulting for the modes f±(k; t) (written generically as f ) is then

d2f

dt2
+
[
(kx − qEτ tanh(t/τ))2 + k2

y + k2
z +m2

]
f = 0. (5.26)

It is convenient to expand this out and use the (hyperbolic) trigonometric relation sech2 x =
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1 + tanh2 x, to get

d2f

dt2
+ (k2 +m2 + (qEτ)2)f −

(
2kxqEτ tanh(t/τ) + q2E2τ 2 sech2(t/τ)

)
f = 0. (5.27)

We note that, except for the particulars of the parameters in the equation, this has the same

form as e.g. Equation 12.3.22 in Ref. [24]. We therefore try the same method of solution used

in Ref. [24].

We introduce complex constants a and b which satisfy

a2 + b2 = −(k2 +m2 + q2E2τ 2)τ 2, (5.28)

2ab = 2kxqEτ
3. (5.29)

(as to why will become apparent soon). Adding and subtracting these two equations gives

(a± b)2 = −τ 2
(
(kx ∓ qEτ)2 + k2

y + k2
z +m2

)
= −τ 2ω2

±∞(k). (5.30)

We choose

a =
1

2
iτ (ω+∞(k) + ω−∞(k)) , (5.31)

b =
1

2
iτ (ω+∞(k)− ω−∞(k)) . (5.32)

Now, substituting f(t) = e−at/τ sechb(t/τ)f̃(t/τ) gives, after some extensive simplifica-

tion,

τ 2 d2f̃

dt2
− 2τ (a+ b tanh(t/τ))

df̃

dt
−
(
b(b+ 1) + q2E2τ 4

)
sech2(t/τ)f̃ = 0. (5.33)

Further substituting u = 1
2

(1− tanh(t/τ)) gives a well known differential equation,

u(1− u)
d2f̃

du2
+ (a+ b+ 1− 2(b+ 1)u)

df̃

du
−
(
b(b+ 1) + q2E2τ 4

)
f̃ = 0. (5.34)

This is the hypergeometric equation (see e.g. 9.151 and 9.153 (1) of Ref. [7]), with the standard

solutions,

2F1

(
1

2
+ b− µ, 1

2
+ b+ µ; 1 + a+ b;u

)
, and (5.35)

u−a−b 2F1

(
1

2
− a− µ, 1

2
− a+ µ; 1− a− b;u

)
, (5.36)
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where µ =
√

1
4
− q2E2τ 2.

Now, we will study the asymptotic behaviour (t→ ±∞) of these functions, to obtain the

particle content of the field at late times. To do this, we first rewrite f(t) as

f(t) = e−a(t/τ)−b ln(cosh(t/τ))f̃(t/τ). (5.37)

The two solutions above are appropriate for late times. To see this, we note that as t → ∞,

u → 0. The Gauss hypergeometric function is given by a power series (see e.g. 9.100 of

Ref. [7]) such that 2F1(a, b; c; z) = 1+O(z). Also, in the t→∞ limit, we have u ∼ 1
4

sech2(t/τ)

(where we have used tanh(t/τ) = +
√

1− sech2(t/τ) for t > 0), which we can rewrite as

u ∼ e−2 ln(cosh(t/τ))+const., where the const. is irrelevant as it is always multiplied in the above

expressions by a pure imaginary number (b or a + b) and therefore only contributes to the

overall phase. Thus, the leading behaviour of the two solutions for f̃ above are, respectively

(up to phase factors)

2F1

(
1

2
+ b− µ, 1

2
+ b+ µ; 1 + a+ b;u

)
∼ 1, (5.38)

u−a−b 2F1

(
1

2
− a− µ, 1

2
− a+ µ; 1− a− b;u

)
∼ e2(a+b) ln(cosh(t/τ)). (5.39)

Before substituting this into f(t), we make a further simplification. As t → ∞, cosh(t/τ) →
1
2
et/τ , and we therefore have ln cosh(t/τ) → (t/τ) + const., with the const. being once again

irrelevant. We then have, corresponding to Eqs. (5.35) and (5.36) respectively (and omitting

any phase factors),

f(t) ∼ e−(a+b)(t/τ) = e−iω+∞(k)t, (5.40)

f(t) ∼ e(a+b)(t/τ) = eiω+∞(k)t. (5.41)

Thus, we have identified the solutions (normalized by including a factor of (2ω+∞(k))−
1
2 )

with the correct positive frequency behaviour at late times, namely

f+
+∞(k; t) =

e−a(t/τ)−b ln(cosh(t/τ))√
2ω+∞(k)

2F1

(
1

2
+ b− µ, 1

2
+ b+ µ; 1 + a+ b;

1− tanh(t/τ)

2

)
, (5.42)

f−+∞(k; t) =
e−a(t/τ)−b ln(cosh(t/τ))√

2ω+∞(k)
e(a+b) ln(1−tanh(t/τ))

2F1

(
1

2
− a− µ, 1

2
− a+ µ; 1− a− b; 1− tanh(t/τ)

2

)
. (5.43)
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There is another way of obtaining a hypergeometric equation from Eq. (5.33): we substi-

tute ū = 1− u = 1
2

(1 + tanh(t/τ)) instead. We obtain, in terms of ū,

ū(1− ū)
d2f̃

dū2
+ (1 + b− a− 2(b+ 1))

df̃

dū
−
(
b(b+ 1) + q2E2τ 4

)
f̃ = 0. (5.44)

The standard solutions (i.e. corresponding to 9.153(1) in Ref. [7]) to this equation are

2F1

(
1

2
+ b− µ, 1

2
+ b+ µ; 1 + b− a; ū

)
, and (5.45)

ūa−b 2F1

(
1

2
+ a− µ, 1

2
+ a+ µ; 1 + a− b; ū

)
. (5.46)

An important thing to note here is that whereas we had u→ 0 for t→∞, now ū→ 0 for

t→ −∞. The limiting forms of these functions used earlier also apply here (independent of

the parameters α, β, γ of the hypergeometric function 2F1(α, β; γ; z)), but for ū → 0. In this

t→ −∞ limit, we also have ū ∼ 1
4

sech2(t/τ) (this time, using tanh(t/τ) = −
√

1− sech2(t/τ)

for t < 0) or ū ∼ e2 ln cosh(t/τ)+const., with the const. yet again contributing only to phase factors.

Ignoring phase factors, the early time limiting forms are therefore

2F1

(
1

2
+ b− µ, 1

2
+ b+ µ; 1 + b− a; ū

)
∼ 1, (5.47)

ūa−b 2F1

(
1

2
+ a− µ, 1

2
+ a+ µ; 1 + a− b; ū

)
∼ e2(a−b) ln(cosh(t/τ)). (5.48)

For t → −∞, we have cosh(t/τ) → 1
2
e−t/τ . Consequently the factor e−a(t/τ)−b ln(cosh(t/τ)) ∼

e−(a−b)(t/τ), and the early time behaviour of solutions corresponding to Eqs. (5.45) and (5.46)

respectively are

f(t) ∼ e−(a−b)t/τ = e−iω−∞(k)t, (5.49)

f(t) ∼ e(a−b)t/τ = eiω−∞(k)t. (5.50)

The early time positive and negative frequency solutions (normalized by including a factor
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of (2ω−∞(k))−
1
2 ) are then:

f+
−∞(k; t) =

e−a(t/τ)−b ln(cosh(t/τ))√
2ω−∞(k)

2F1

(
1

2
+ b− µ, 1

2
+ b+ µ; 1 + b− a;

1 + tanh(t/τ)

2

)
, (5.51)

f−−∞(k; t) =
e−a(t/τ)−b ln(cosh(t/τ))√

2ω−∞(k)
e(a−b) ln(1+tanh(t/τ))

2F1

(
1

2
+ a− µ, 1

2
+ a+ µ; 1 + a− b; 1 + tanh(t/τ)

2

)
. (5.52)

In finding the Bogolubov transformation relating the early time and late time modes, we

may ignore the common factor of e−a(t/τ)−b ln cosh(t/τ); then the coefficients may be obtained

using the following relation (from e.g. 9.131(2) of Ref. [7]):

2F1 (α, β; γ; z) =
Γ(γ)Γ(γ − α− β)

Γ(γ − α)Γ(γ − β)
2F1 (α, β;α + β − γ + 1; 1− z)

+ (1− z)γ−α−β
Γ(γ)Γ(α + β − γ)

Γ(α)Γ(β)
2F1 (γ − α, γ − β; γ − α− β + 1; 1− z) .

(5.53)

Making the substitutions α = 1
2

+ b− µ, β = 1
2

+ b + µ, γ = 1 + a + b and z = u, (and noting

that 2F1(α, β; γ; z) = 2F1(β, α; γ; z) in general)

2F1

(
1

2
+ b− µ, 1

2
+ b+ µ; 1 + a+ b;u

)
=

Γ(1 + a+ b)Γ(a− b)
Γ
(

1
2

+ a+ µ
)

Γ
(

1
2

+ a− µ
) 2F1

(
1

2
+ b− µ, 1

2
+ b+ µ; 1 + b− a; ū

)
+

Γ(1 + a+ b)Γ(b− a)

Γ
(

1
2

+ b− µ
)

Γ
(

1
2

+ b+ µ
) ūa−b 2F1

(
1

2
+ a− µ, 1

2
+ a+ µ; 1 + a− b; ū

)
. (5.54)

Including the normalization factor, we obtain the Bogolubov coefficients between early and

late times:

αk(+∞,−∞) =

(
ω−∞(k)

ω+∞(k)

) 1
2 Γ(1 + a+ b)Γ(a− b)

Γ
(

1
2

+ a+ µ
)

Γ
(

1
2

+ a− µ
) , (5.55)

βk(+∞,−∞) =

(
ω−∞(k)

ω+∞(k)

) 1
2 Γ(1 + a+ b)Γ(b− a)

Γ
(

1
2

+ b− µ
)

Γ
(

1
2

+ b+ µ
) . (5.56)

We can now evaluate the late time particle/antiparticle number (k-density)

〈0,−∞|N̂±+∞(k)|0,+∞〉 = |βk(+∞,−∞)|2δ(k− k), (5.57)
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|βk(+∞,−∞)|2 =
(ω−∞(k)/ω+∞(k)) |Γ (1 + iω+∞(k)τ) Γ (−iω−∞(k)τ)|2∣∣∣Γ(1−2µ+iω+∞(k)τ−iω−∞(k)τ

2

)
Γ
(

1+2µ+iω+∞(k)τ−iω−∞(k)τ
2

)∣∣∣2
=

τ 2ω−∞(k)ω+∞(k) |Γ (iω+∞(k)τ) Γ (−iω−∞(k)τ)|2∣∣∣Γ(1−2µ+iω+∞(k)τ−iω−∞(k)τ
2

)
Γ
(

1+2µ+iω+∞(k)τ−iω−∞(k)τ
2

)∣∣∣2 , (5.58)

where we have used Γ(1 + x) = xΓ(x) in the last line. This can be further simplified using

|Γ(ix)|2 = π(cosechπx)/x (see e.g. 5.4.3 of Ref. [22]), giving

|βk(+∞,−∞)|2 =
τ 2π2 cosech(πτω+∞(k)) cosech(πτω−∞(k))∣∣∣Γ(1−2µ+iω+∞(k)τ−iω−∞(k)τ

2

)
Γ
(

1+2µ+iω+∞(k)τ−iω−∞(k)τ
2

)∣∣∣2 . (5.59)

As µ =
√

1
4
− q2E2τ 4, µ = i|µ| for |qEτ 2| > 1/2. If this condition is satisfied, we can simplify

the above further (using |Γ(1
2

+ ix)|2 = π sech(πx), see e.g. 5.4.4. of Ref. [22]) to get

|βk(+∞,−∞)|2 =

τ 2

(
cosh (πτω+∞(k)− πτω−∞(k) + 2π|µ|)

× cosh (πτω+∞(k)− πτω−∞(k)− 2π|µ|)

)
sinh(πτω+∞(k)) sinh(πτω−∞(k))

. (5.60)

5.2.2 Particle content at intermediate times

Now, we will consider plots pertaining to cases similar to the ones discussed in Sec. 5.1.3

- see Fig. 5.3. The oscillations in particle number density with time obviously last only

for the rough ’duration’ of the pulse, after which we have a (virtually) free flat spacetime

background and do not expect any particle creation effects. Once again, these oscillations

are suppressed if one chooses an adiabatic vacuum. We also see a peak near t = 0 (the cen-

ter/point of maximum of the pulse) in higher order adiabatic Fock spaces, and Fig. 5.4 again

shows that this effect is weaker for modes with larger spatial Klein-Gordon eigenvalues.
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Figure 5.3: Particle content at intermediate times for modes with kx = 0, k2
y+k2

z+m2 = 1, and
qE = 1,τ = 2 for the Sauter pulse, all in arbitrary units. The filled curve (blue) is the curve
of interest, while the horizontal line shows the asymptotic late time value of |βk(t2, t1)|2 for
the corresponding mode.
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Figure 5.4: Comparison of particle content in intermediate times with third order adiabatic
Fock spaces in two different modes, with kx = 0, qE = 1 and τ = 2
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Chapter 6

The Schwinger effect in FLRW spacetimes

The spatially flat FLRW metric, one of the simplest known exact solutions to the Einstein

field equations (see e.g. Ref. [10]), is given by

ds2 = dt2 − a2(t)dx2, (6.1)

where t ∈ R, x ∈ R3, and a(t) is called the scale factor. We will not concern ourself with

the stress energy tensor that leads to this metric, apart from assuming that the effect of the

scalar field of interest is negligible compared to the (for all practical purposes, classical rather

than quantum) source stress-energy tensor of this metric, so that the background geometry

remains fixed.

It will often be convenient to work with the conformal time coordinate η, defined up to

an additive constant by

dη =

∫
dt

a(t)
. (6.2)

Expressing ds2 in terms of η rather than t, the components of the metric tensor are confor-

mally related to the Minkowski metric in the (η,x) coordinates:

ds2 = a2(η)
(
dη2 − dx2

)
= C(η)

(
dη2 − dx2

)
. (6.3)

This is the form of the metric that we will use extensively in this chapter.

6.1 General considerations in FLRW spacetimes

The pure (conformal) time dependence of the conformal factor C(η) = a2(η) (i.e. the spatial

homogeneity of the metric) suggests choosing the spacelike surfaces Σ(t) to be surfaces of
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constant cosmic time t (or, equivalently, η) for convenience. Thus, we will work with sur-

faces Σ(η) = {(η,x) : ∀ x ∈ R3}. The future-directed unit normals ηµ to these surfaces are in

the η direction, i.e. nµ ∝ δµη , and the normalization condition gµνnµnν = 1 gives

nµ(η,x) =
1

a(η)
δµη (6.4)

We will be interested in a spatially homogeneous electric field, described by a potential

in the temporal gauge, corresponding to

Ai(η,x) = Ai(η), Aη(η,x) = 0. (6.5)

Recall that the field modes u(k;x) satisfy the Klein-Gordon equation,

(DµDµ +m2)u(k;x) = 0. (6.6)

For a spacetime (and internal space) vector V µ,

DµV
µ =

1√
−g
[
(∂µ − iqAµ)

√
−gV µ

]
. (6.7)

whereas for a scalar field, the spacetime covariant derivative is equivalent to the coordinate

derivative. Also, in (1+3)-D,

g = det gµν = C4(η) det η̄µν =⇒
√
−g = C2(η), (6.8)

where η̄µν represents the Minkowski metric components.

These facts can be used to rewrite the Klein-Gordon equation as follows:

1

C2(η)
η̄µν(∂µ − iqAµ(η)) [C(η)(∂ν − iqAν(η))]u(k;x) +m2u(k;x) = 0. (6.9)

Substituting in the values of η̄µν[
1

C(η)
∂2
η +

1

C2(η)

dC(η)

dη
∂η −

∑
j 6=η

1

C(η)
(∂j − iqAj(η))2 +m2

]
u(k;x) = 0. (6.10)

The spatial Klein-Gordon operator in this case is

Kη = −
∑
j 6=η

1

C(η)
(∂j − iqAj(η))2 +m2. (6.11)
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Its eigenfunctions are given by plane wave modes χ(k;x) = (2π)−
3
2 eik·x, with eigenvalues

ω2
η(k) =

∑
j 6=η

(kj − qAj(η))2

a2(η)
+m2. (6.12)

Eq. (6.10) is separable, and in a temporal gauge, in the sense of Sec. 4.1.4 and we can

use the same methods to arrive at the particle number at various times. Choosing modes

corresponding to eigenfunctions of Kη, we obtain Klein-Gordon corresponding to Eq. (4.39)[
1

C(η)
d2
η +

1

C2(η)

dC(η)

dη
dη + ω2

η(k)

]
f(k; η) = 0. (6.13)

To transform this equation to the form in Eq. (4.62), for convenience in working with the

adiabatic vacuum prescription, we write f̃(k; η) = a(η)f(k; η), obtaining[
d2
η +

(
a2(η)ω2

η(k)− 1

a(η)

d2a(η)

dη2

)]
f̃(k; η) = 0. (6.14)

Thus, we have

ω̃η(k) =

√
a2(η)ω2

η(k)− 1

a(η)

d2a(η)

dη2
. (6.15)

For a significantly accelerated expansion, we see that it is possible for ω̃η(k) to be purely

imaginary for some spatial eigenfunctions, making their norm zero; we will only use the

adiabatic prescription for large enough ω2
η(k) such that this situation is avoided (For a com-

plete Fock space decomposition, we may always use Hamiltonian diagonalization (say) for

the remaining eigenfunctions).

Now we turn to two examples that are relevant for inflation - the exactly solvable (asymp-

totically) de Sitter case and the case of a power law universe where exact analytical solutions

are unknown, but we may still apply the methods of Sec. 4.1.4 numerically (see Sec. 4.3).

6.2 de Sitter spacetime

6.2.1 Traditional analysis in a limiting case

The metric for de Sitter spacetime is (for (t,x) = (t, x, y, z) ∈ R4)

ds2 = dt2 − e2Htdx2, (6.16)
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where H > 0 is the Hubble parameter. In terms of the conformal time η =
∫

dt
eHt

= − 1
HeHt

,

η ∈ (−∞, 0)

ds2 =
1

H2η2

(
dη2 − dx2

)
. (6.17)

The conformal factor is then C(η) = 1
H2η2

. For this metric, H−1 determines the length scale of

the curvature of spacetime1. We also now require (schematically) a2ω2 > H2 for the adiabatic

positive frequency modes to make sense.

We choose the electromagnetic potential as2

Aµ = − E

H2η
δxµ, (6.18)

so that the invariant quantity FµνF
µν = −2E2 corresponds to a constant electric field, in

the x-direction. We note that this satisfies the temporal gauge condition, and we can pro-

ceed with the standard method of evaluating particle production discussed in Sec. 4.1.4 (an

essentially similar calculation is carried out in, for instance, Refs. [12, 14, 25]).

The Klein-Gordon equation for the modes then becomes∂2
η −

2

η
∂η −

∑
a∈{x,y,z}

(
∂a +

iqE

H2η
δxa

)2

+
m2

H2η2

u(k;x) = 0. (6.19)

As usual, we choose plane wave modes u±(k;x) = f±(k; η)(2π)−
3
2 eik·x, and replace f±(k; η)

with the more generic f(η) for notational convenience:[
∂2
η −

2

η
∂η +

(
k2 +

2kx
η

qE

H2
+
q2E2

H4η2
+

m2

H2η2

)]
f = 0. (6.20)

It is useful to define the dimensionless quantities

L =
qE

H2
,M =

m

H
. (6.21)

The eigenvalues of the spatial Klein-Gordon operator are then given by

ω2
η(k) = H2η2k2 + 2H2ηkxL+H2(L2 +M2). (6.22)

1See also the discussion following Eq. (4.70).
2We remark that while this is a convenient choice for this problem, we must make a trivial gauge transfor-

mation by shifting the x component by −E/H to avoid a divergent constant in the H → 0 limit.
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The asymptotic behaviour of ωη(k) will be of relevance when considering particle produc-

tion between the infinite past (η → −∞) and the infinite future (η → 0), and is given by, in

these limits, (obviously choosing the positive square root)

ωη(k)→ −Hηk, η → −∞, (6.23)

ωη(k)→ H(L2 +M2)
1
2 + 2H2ηkxL, η → 0. (6.24)

We have retained the O(η) term in the late time limit as it is the leading contribution to

the following quantity. As a measure of how fast these eigenvalues are changing in confor-

mal time, we consider the dimensionless quantity ω−2
η (k)(dωt(k)/dη), and evaluate it in the

above limits

lim
η→−∞

ω−2
η (k)

dωt(k)

dη
= lim

η→−∞
− 1

Hkη2
= 0, (6.25)

lim
η→0

ω−2
η (k)

dωt(k)

dη
=

2kxL

L2 +M2
. (6.26)

While we expect particle creation to be negligible at asymptotically early times due to the

slowly varying eigenvalue, it does not cease at late times at all, even for an individual mode

(unlike the problems we have encountered so far), unless L2 +M2 →∞.

Substituting f(η) = a−1(η)f̃(η) = −Hηf̃(η) , Eq. (6.20) becomes

d2f̃

dη2
+

(
k2 +

2kx
η
L+

L2 +M2 − 2

η2

)
f̃ = 0. (6.27)

ω̃η(k) can be directly read off from this equation,

ω̃2
η(k) = k2 +

2kx
η
L+

L2 +M2 − 2

η2
. (6.28)

With the further substitutions z = 2ikη, ξ = − ikx
k
L and ν = +

√
9
4
− L2 −M2, this reduces to

the defining equation for the Whittaker functions (see e.g. 9.220 in Ref. [7])

d2w

dz2
+

(
−1

4
+
ξ

z
+

1
4
− ν2

z2

)
w = 0. (6.29)

It will be useful to note the following: z is purely imaginary with a negative imaginary part

(since η < 0) and ξ is purely imaginary and proportional to qE. Further, we take ν to be a

positive real number when 9
4
−L2−M2 > 0 and a purely imaginary number with a positive

real part i.e. ν = i|ν|when 9
4
− L2 −M2 < 0.
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We are interested in two pairs of solutions involving the Whittaker functions

(Wξ,ν(z),W−ξ,ν(−z)) ; (Mξ,ν(z),Mξ,−ν(z)) . (6.30)

These functions are analytic everywhere in the complex plane corresponding to z except for

a branch cut along (conventionally) |arg z| = π and a singular point at z = ∞ (see e.g. 13.14

in Ref. [22], 9.220 in Ref. [7]). Analyticity in the neighbourhood of any point corresponding

to finite, nonzero η < 0 (corresponding to arg z = −π
2
), which are the points of physical

interest, readily follows from this. Also, for z 6= 0, Mξ,ν(z)/Γ(2ν+ 1) and Wξ,ν(z) are entire in

ξ and ν (see e.g. 13.14 of Ref. [22]; we don’t really have to be concerned about the role of the

Gamma function as its poles are in ν < 0 (see e.g. 5.2 in Ref. [22]) which is not in the allowed

range of values of ν). These facts will be used implicitly henceforth.

That the first pair (Wξ,ν(z),W−ξ,ν(−z)) consists of complex conjugates follows from z and

ξ being purely imaginary, ν being either purely real or purely imaginary (depending on L

and M ), and the following relation (useful when ν is purely imaginary),

Wξ,ν(z) = Wξ,−ν(z). (6.31)

The second pair are not related by complex conjugation, but we may make them complex

conjugates of each other by multiplying one of them by an overall factor when ν is purely

imaginary. To show this, we directly evaluate the complex conjugate of Mξ,ν(z):

M∗
ξ,ν(z) = M−ξ,ν∗(e

iπz), (6.32)

where we have chosen the phase of −z to avoid the branch cut, noting that Im z < 0. Now,

we use the relation (see e.g. 13.14.10 of Ref. [22])

Mξ,ν(e
±iπz) = ±ie±iπνM−ξ,ν(z), (6.33)

from which it follows that, when ν is purely imaginary

M∗
ξ,ν(z) = ieiπνMξ,−ν(z). (6.34)

This condition on ν may seem restrictive, but as we will later see, the particle number is

easy to obtain from these solutions only for ν → i∞ (which corresponds to extremely strong

electric fields or large masses, relative to a suitable power of the Hubble parameter), which

is also the regime we will restrict ourselves to.
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Similar to the Minkowski spacetime examples, we will look at the asymptotic behaviour

of these standard solutions to identify the appropriate positive frequency mode functions.

One of the asymptotic forms of interest is

Wξ,ν(z) ∼ e−
z
2 zξ = e−

z
2
−ξ ln(z), for |z| → ∞, | arg z| < π. (6.35)

As ξ is purely imaginary, the logarithmic term contributes only to the phase; we can neglect

the slower growing logarithmic term (which leads to slower phase oscillations) in the expo-

nential compared to the linear term (which has the dominant contribution to the phase) in

the η → −∞ limit, leading to the simpler expression (in terms of η)

Wξ,ν(z) ∼ e−ikη. (6.36)

Now, the mode corresponding to this function is f1(η) = (−Hη)Wξ,ν(2ikη) and we see that

f1 → −Hηe−ikη as η → −∞. More importantly, we consider the normal derivative Dηf in

this limit (for which the leading order contribution comes from the derivative of the expo-

nential), which gives (using nµ = −Hηδµη )

nµDµf1(−∞) = ikηHf1(−∞) = −iω−∞(k)f1(−∞). (6.37)

Noting that the derivative dωη(k)/dη is negligible as η → −∞ compared to ω−∞(k), both

Hamiltonian diagonalization and the adiabatic particle definition correspond to Ω−∞(k) ≈
ω−∞(k). The early time positive frequency modes are then

f+
−∞(k; η) = c+(k)(−Hη)Wξ,ν(2ikη), (6.38)

where c+(k) is a normalization constant. The corresponding negative frequency modes are

given by the complex conjugates of the right hand side of this expression. It is worth noting

that these modes also correspond to the Bunch-Davies vacuum in de Sitter spacetime (see

e.g. Ref. [6]).

The other relevant asymptotic form is

Mξ,ν(z) ∼ zν+ 1
2 , as z → 0. (6.39)

At late times, η → 0, in which limit

Mξ,ν(2ikη) ∼ (2ikη)ν+ 1
2 = (−2ik)ν+ 1

2 (−η)ν+ 1
2 . (6.40)
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Now, we consider the mode f2(η) = (−Hη)Mξ,ν(η). Its normal derivative at late times is

(using dz = 2ikdη),

nµDµf2(0) = −Hzdf2

dz
(0) = −H

(
ν +

1

2

)
f2(0). (6.41)

Comparing this with the eigenvalue at late times, ω0(k) = H
√
L2 +M2, we see that the f2

modes do not have the right positive frequency behaviour at late times. However, if we

consider a strong electric field or large mass such that L2 + M2 � 9
4
, then ν ≈ i

√
L2 +M2,

and in this limit alone, we have

nµDµf2(0) ≈ −iω0(k)f2(0). (6.42)

For large electric fields/masses, the appropriate late time positive frequency modes are then

given by (with d+(k) playing the role of a normalization constant)

f+
0 (k; η) = (−Hη)Mξ,ν(η). (6.43)

To obtain the Bogolubov transformation between the two sets of modes, we use the rela-

tion (see e.g. 9.233(1) in Ref. [7], which is valid for arg z = −π
2

as required):

Mξ,ν(2ikη) =
Γ(2ν + 1)eiπ(ξ−ν− 1

2
)

Γ(ν + ξ + 1
2
)

Wξ,ν(2ikη) +
Γ(2ν + 1)eiπξ

Γ(ν − ξ + 1
2
)
W−ξ,ν(−2ikη). (6.44)

This gives the non-normalized coefficients:

α̃k(0,−∞) =
Γ(2ν + 1)

Γ(ν + ξ + 1
2
)
eiπ(ξ−ν− 1

2
), (6.45)

β̃k(0,−∞) =
Γ(2ν + 1)

Γ(ν − ξ + 1
2
)
eiπξ. (6.46)

Using Eq. (4.51) we get the normalized β-coefficient:

|βk(0,−∞)|2 =
cosh(π|ν|+ π kx

k
L)

e2π|ν| cosh(π|ν| − π kx
k
L)− cosh(π|ν|+ π kx

k
L)
. (6.47)

It is straightforward to show that Eq. (6.47) reduces to the flat spacetime result Eq. (5.22) in

the H → 0 limit, after making a gauge transformation such that Aµ → Aµ + qE/H (which

does not affect L) to remove a divergent constant, which must be accompanied by kx →
kx + qE/H .
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Figure 6.1: Particle content based on Hamiltonian diagonalization at intermediate times for
modes with kx = 1, k2

y + k2
z = 0.01 and M = 1 for a constant magnitude electric field in

a de Sitter spacetime (H = 1), all in arbitrary units. The filled curve (blue) is the curve of
interest, while the horizontal line shows the asymptotic late time value of |βk(η2, η1)|2 for the
corresponding mode.
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Figure 6.2: Particle content based on Hamiltonian diagonalization as a function of kx for
modes with k2

y + k2
z = 0.01 and M = 1 for a constant magnitude electric field in a de Sitter

spacetime (H = 1), all in arbitrary units. The filled curve (blue) is the curve of interest, which
oscillates around the analytical L2 +M2 � (9/4) result
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(a) Adiabatic, zeroth order
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(b) Adiabatic, first order
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(c) Adiabatic, second order
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(d) Adiabatic, third order

Figure 6.3: Particle content with adiabatic Fock spaces at intermediate times for modes with
kx = 1, k2

y + k2
z = 0.01, L = 5 and M = 1 for a constant magnitude electric field in a de Sitter

spacetime (H = 1), all in arbitrary units. The filled curve (blue) is the curve of interest, while
the horizontal line shows the asymptotic late time value of |βk(η2, η1)|2 for the corresponding
mode.

6.2.2 Discussion on more general cases

We recall that the steps leading up to the above result, Eq. (6.47), are only (approximately)

valid in the L2 +M2 � 9
4

regime. We will now discuss the more general case, with the aid of

numerical plots obtained as described in Sec. 4.3 (see also Ref. [16], where the general case

is analyzed comprehensively in the Schrödinger picture).

First, we look at the particle content at intermediate times using the Hamiltonian di-

agonalization prescription, Fig. 6.1. We see that the particle content at late times indeed

keeps oscillating rather than saturating to a constant value, as the eigenvalue ω2
η(k) does not

typically have a negligible rate of change. However, the magnitude of these oscillations rel-

ative to the (say) time-averaged particle content at late times is seen to decrease for a higher

value of L; this is in line with our expectation that these oscillations become negligible as

L2 + M2 → ∞. Similar oscillations are observed in kx as well, in Fig. 6.2, where we may

readily attribute the asymmetry in the particle content to the directionality of the electric
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field.

The adiabatic Fock spaces Fig. 6.3 also see these oscillations at late times, with the only

difference compared to Hamiltonian diagonalization in this limit being the size of about the

first oscillation, and the emergence of a peak like in the Minkowski cases for higher adiabatic

orders.

6.3 Power law spacetime

A general power law spacetime has a scale factor of the form a(t) = αtp. We restrict our

interest to accelerating expansion (such as in inflation) for which p > 1. Expressing the

metric in terms of the conformal time, we have

ds2 = α2

(
−1

α(p− 1)η

) 2p
p−1 (

dη2 − dx2
)
. (6.48)

Of particular interest is the scale factor in terms of conformal time,

a(η) = α

(
−1

α(p− 1)η

) p
p−1

. (6.49)

For a constant electric field of magnitude E, we may choose the potential

Aµ(η) =
Eα

p+ 1

(
−1

α(p− 1)η

) p+1
p−1

δxµ. (6.50)

The spatial Klein-Gordon eigenvalues are then

ω2
η(k) =

k2

α2
(−α(p− 1)η)

2p
p−1 − 2

(
p− 1

p+ 1

)
qEkxη +

q2E2

(p+ 1)2
(−α(p− 1)η)−

2
p−1 +m2. (6.51)

To connect with the conventions used in the theory of inflation (see e.g.Ref. [26]), we

measure time evolution using the number of efolds, Nefolds(η2, η1) = ln(a(η2)/a(η1)), which

is a logarithmic measure of how much the scale factor has multiplied (more precisely, the

number of times a(η) has scaled up by e, the base of natural logarithms). If it is to account

for the horizon problem, inflation is required to last for around 60 efolds.

It turns out that the solutions to the Klein-Gordon equation Eq. (6.10) with this scale fac-

tor and gauge potential have no known expression in terms of well known special functions

(for a general p; evidently p→∞with a suitable scaling of η corresponds to de Sitter space-

time, for which we do know the solutions, and there may be other special cases). We will
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Figure 6.4: Particle content based on Hamiltonian diagonalization at intermediate times for
modes with kx = 1,k2

y + k2
z = 1 and m = 1 for a constant magnitude electric field in a power

law spacetime (α = 1, p = 3), all in arbitrary units.

-10 -5 5 10
kx

5

10

15

20

25

βk(10 efolds, η0=-50)
2
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Figure 6.5: Particle content based on Hamiltonian diagonalization as a function of kx for
modes with k2

y + k2
z = 1 and m = 1, after 10 efolds for a constant magnitude electric field in

a power law spacetime (α = 1, p = 3), all in arbitrary units.

therefore have to work with numerical plots for specific cases, and a sampling of these is

given in Figs.6.4, Fig. 6.5 and Fig. 6.6. For computational convenience, we restrict ourselves

to 10 efolds and work with a low power law, p = 3.

We note that the particle content at intermediate times (Fig. 6.4) as a function of efolds

qualitatively resembles the flat spacetime plots Fig. 5.1a and Fig. 5.3a. Like in the de Sitter

case (Fig. 6.3), the adiabatic Fock spaces (Fig. 6.6) do not seem to suppress the oscillations

in late times relative to Hamiltonian diagonalization; however, the first oscillation (or so) is

suppressed, and an additional peak emerges at higher adiabatic orders.
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Figure 6.6: Particle content with adiabatic Fock spaces at intermediate times for modes with
kx = 1, k2

y +k2
z = 1, for a constant magnitude electric field qE = 50 in a power law spacetime

(α = 1, p = 3), all in arbitrary units
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Chapter 7

An application to cosmology: Inflationary
magnetogenesis

In this chapter, we will briefly discuss the role of the Schwinger effect in a model of infla-

tionary magnetogenesis (largely following the treatment in Ref. [12]), as an illustration of an

application to cosmology. We will continue to treat the gauge field as a classical field.

7.1 The generation of electromagnetic fields during inflation

The Maxwell action for the electromagnetic field in curved spacetimes is given by

SEM =

∫
d4x
√
−g

(
−1

4
FµνF

µν

)
. (7.1)

This action, being conformally invariant, does not result in the generation of electromagnetic

fields in an expanding universe (see e.g. Ref. [6]). To achieve such a generation, we modify

this action to

SEM =

∫
d4x
√
−g

(
−f

2

4
FµνF

µν

)
, (7.2)

which is not conformally invariant. Dynamically, f 2 introduces a coupling of the U(1) gauge

field to the inflaton field (which is directly associated with the scale factor; see e.g. Ref. [26]

for a discussion on the inflaton) - we will however assume that inflation as such is unaffected

by the electromagnetic field, and therefore, it will be sufficient for our purposes to treat f as

a function of the scale factor f = f(a(η)).

We will now be concerned with the equation of motion governing the field Aµ with this

new action, which will play a central role when we discuss the role of the Schwinger effect.
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The temporal gauge condition in FLRW spacetimes reads Aη = 0, which we will impose

together with the Coulomb gauge condition (∇µ − nµnν∇ν)A
µ ∝ ∂iA

i = 0. The equation of

motion for the Ai is then
d2Ai
dη2

+
2

f

df

dη

dAi
dη
− a2(η)∂k∂

kAi = 0. (7.3)

We may restrict our attention to fields that vary slowly in space (the potential cannot be

precisely homogeneous for a non-vanishing magnetic field), allowing us to drop the spatial

derivative term:
d2Ai
dη2

= − 2

f

df

dη

dAi
dη

. (7.4)

At this stage, we may conclude that for this to lead to growing fields, we require df/dη < 0.

The equation is readily integrated, giving the solution

Ai(η2)− Ai(η1) = ci

η2∫
η1

dη f−2(a(η)). (7.5)

where ci are constants of integration.

One common choice (see e.g. Refs. [12, 27]) is f(a(η)) = as(η) ∝ η−qs where we have

assumed a general power law a(η) ∝ η−q, with q = 1 corresponding to de Sitter spacetime.

This leads to the potential evolving as

Ai(η) ∝ const. + η−2qs+1, (7.6)

with
dAi
dη

=
2qs− 1

−η
Ai. (7.7)

This leads to fields whose magnitude grows as η → 0 when s > 1/(2q). In particular, the

fields are given by

Ei =
1

a(η)

dAi
dη

, (7.8)

Bi =
1

a(η)
(εijl∂jAl), (7.9)

where εijl is the three-dimensional totally antisymmetric Levi-Civita symbol with ε123 = 1.

To find their magnitudes, we use the spatial metric, to get

E2 =
1

a4(η)

(
dAi
dη

)2

, (7.10)

B2 =
1

a4(η)
(δjmδln − δjnδlm)(∂jAl)(∂mAn). (7.11)

77



7.2. THE ROLE OF THE SCHWINGER EFFECT

Assuming that the spatial variation of the potential takes the form of a plane wave mode of

wave vector k with the time evolution as given above, and enforcing the Coulomb gauge

condition, we have (restricting ourselves to a de Sitter spacetime, q = 1 with Hubble param-

eter H for simplicity)

E2 = H4η2(2s− 1)A2, (7.12)

B2 = H4η4k2A2. (7.13)

In particular,
E2

B2
=

2s− 1

k2η2
. (7.14)

7.2 The role of the Schwinger effect

In the presence of charged fields, we must consider the source term in the equation of mo-

tion for the electromagnetic potential. We will assume that this emerges as the classical

limit of an expectation value relation from, say, the Heisenberg equations of motion for both

fields, but with the limit being taken only for the electromagnetic field. In practice, this

amounts to replacing the current jµ in the classical Maxwell equations with the expectation

value 〈0,−∞|jµ|0,−∞〉, assuming that the charged field is in the early time vacuum state

(according to some appropriate Fock space prescription).

It is useful to write 〈0,−∞|ji|0,−∞〉 = σEi, where σ essentially plays the role of (typi-

cally nonlinear) conductivity, in the chosen vacuum state. The resulting equation of motion

can be simplified as earlier (assuming slow spatial variation etc.) which now gives (Ref. [12])

d2Ai
dη2

+

(
2

f

df

dη
+
a(η)σ

f 2

)
dAi
dη

= 0. (7.15)

Now, one makes the qualitative argument that any significant current from the scalar

field will impede the growth of the electric and magnetic fields (as σ is positive). Thus,

inflationary magnetogenesis proceeds to give strong electric and magnetic fields more or

less only when this term is negligible, which translates into the condition:

a(η)σ

f 2
�
∣∣∣∣ 2f df

dη

∣∣∣∣ . (7.16)

To determine the constraints that follow from this condition, we have to explicitly evaluate

the expectation value of the current in the early time vacuum state. The calculation is rather
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involved, and results in a divergent expression that may be regularized using, say, adiabatic

regularization (as done in Ref. [12] for de Sitter spacetime).

The result obtained in Ref. [12] is easier to state in the limiting case of a strong electric

field (L� 1), for which

σ ≈ q3E

12π3H
e−

πm2

|qE| . (7.17)

Inverting this equation (using non-elementary functions) gives E as a function of σ, which

allows us to derive from Eq. (7.16) a constraint on the magnitude of the electric field, that

can be readily interpreted as a constraint on the magnetic field as well, using Eq. (7.14) at

any given time.

There is also a related effect that comes into play post-inflation (see e.g. Ref. [28]), which

we mention for the sake of completeness. After the inflationary era, we assume that f 2 ap-

proaches a constant, reducing to the conformally invariant Maxwell electromagnetic theory

of everyday experience, and terminating the generation of the fields. The electric and mag-

netic fields that remain after inflationary magnetogenesis now come under the influence of

charged particles created by processes including the Schwinger effect, which have a net con-

ductivity σ associated with them. As the expansion of the universe is now slower, the σ term

in Eq. (7.15) dominates, admitting a decaying solution (in time) and a time-independent so-

lution. The former represents a decaying electric field, while the latter accounts for a left

over magnetic field. This is one possible explanation for the observed magnetic fields in the

universe at cosmological scales (see e.g. Refs. [12, 27, 28]).
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Chapter 8

Summary

We will now summarize what has been discussed in this report.

We discussed the classical theory of scalar fields in a general gravitational and gauge

field background (governed by a generalized Klein-Gordon equation), before specializing to

a complex scalar field with a U(1) gauge field (i.e. electromagnetic) background. We defined

the Klein-Gordon inner product (as a function of a spacelike surface) and showed that it

was an invariant inner product for solutions of the Klein-Gordon equation. This allowed us

to define a unique natural notion of orthonormality in the space of solutions, enabling an

expansion of an arbitrary solution as a linear combination of orthonormal basis solutions.

Such an expansion allows us to arrive at a Fock space decomposition of the state space of

the field and identify two types of ’particle number’ operators - particle numbers, and an-

tiparticle numbers. However, the number of ways of doing so are as varied as the number

of orthonormal bases one may choose in the space of solutions (i.e. infinitely many) ne-

cessitating some physically ’reasonable’ criterion for selecting a Fock basis, though purely

for convenience in choosing a point of view for describing the system. Every such decom-

position identifies a corresponding vacuum state, which is an eigenstate of all the parti-

cle/antiparticle number operators in the basis with the eigenvalue 0. This state plays a

useful role, as we saw that any two choices have differing total particle and antiparticle con-

tent if and only if they do not share the vacuum state. However, the difference between the

particle number and the antiparticle number is a more universal notion, being related to the

invariant Klein-Gordon inner product of the field with itself.

The criteria for selecting a Fock decomposition are typically based on the choice of a

spacelike surface, with different spacelike surfaces yielding different vacuum states accord-
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ing to the chosen criterion. Given a family of spacelike surfaces (equivalently, a ’time coor-

dinate’) that we have chosen to study the dynamics of the field in, the particle/antiparticle

content therefore varies with time, which is the ’phenomenon’ of particle production. We

discussed a class of modes, namely, the positive and negative frequency modes at a given

spacelike surface, that are of particular convenience in describing particle production. We

then described two commonly used criteria for choosing a vacuum at any time: instanta-

neous Hamiltonian diagonalization, and the adiabatic vacuum prescription. For separable

modes, these criteria lend themselves readily to numerical calculation. This was the basic

set-up we needed for studying various examples.

We began with examples in flat spacetime, firstly the classic case of the constant electric

field. While our method relied on the asymptotic behaviour of mode functions at future and

past infinity, we saw using some general arguments how the time-translation invariance of

this problem is respected by the particle creation process. Numerical computations allowed

us to determine the particle content (using both vacuum criteria discussed) at intermediate

times, and we found that the adiabatic vacuum suppressed the magnitude of oscillations

of the particle content in time, but at higher orders, led to the emergence of a new feature

(an intermediate time peak in particle content), possibly caused by poor applicability of

the WKB approximation in these regions to the corresponding order. Similar asymptotic

calculations as well as numerical computations were done for the spatially homogeneous

Sauter pulsed electric field.

After developing some familiarity with the flat spacetime Schwinger effect, we tackled

the same for constant magnitude electric fields in spatially flat FLRW universes, with the

de Sitter and power law universes with accelerating expansion being of interest. The de

Sitter problem lends itself readily to the analytical asymptotic treatment applied to the flat

spacetime examples, but only in a particular limit (nevertheless, we could obtain exact forms

for the mode functions, and therefore exact solutions in principle), and we made use of

numerical computation to reliably study the other cases. For the Schwinger effect in a power

law spacetime, not even the exact solutions for mode functions are known, and we had to

restrict ourselves completely to a numerical analysis of the problem.

Finally, we briefly reviewed an application of the curved spacetime Schwinger effect to

inflationary cosmology - the phenomenon of inflationary magnetogenesis. We described
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how pair creation via the Schwinger effect can impede the process of magnetogenesis, and

referred to computations of the limit this enforces on the magnitude of the fields. We con-

cluded with a qualitative description of a shorting-out of the electric field after inflation,

resulting in a leftover large-scale magnetic field in the universe.
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